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1. Introduction

What defines analytic philosophy, viewed as 
a historical phenomenon?  In other words, 
echoing Gilbert Ryle, what is “the story” of 
analytic philosophy, or, what is its “preoc-
cupation” or even “occupational disease”?  
This is the question I will try to answer.  I 
will maintain that Ryle’s characterization of 
analytic philosophy in terms of the “preoc-
cupation with . . . meaning” (1957, 239) is 
correct, with some qualifications, and that 
philosophy naturalized is an exit from ana-
lytic philosophy that leaves analytic philoso-
phy in a crisis.  However, I suggest that there 
is still important work left to do for analytic 
philosophy, work that reclaims its identity 
and continues its project of understanding 
meaning.

2. Characterizing Analytic Philosophy

A challenge to any attempt to characterize 
analytic philosophy is that it does not have 
a unifying doctrine or set of doctrines.  It 
is tempting to conclude from this that it 
only consists of “overlapping strands, with 
no usefully defining fibre or fibres running 
through its whole temporal length” (Hacker 
1996, 4), a “family resemblance” (Stroll 
2000, 7), or even that it is only “a trail of 
influence” (Soames 2003, 1:xiii).  This sug-
gests that the best we can do to character-
ize analytic philosophy is to find a starting 
point – typically a set of philosophers, such 
as Russell, Moore, Wittgenstein and perhaps 
Frege with a unifying agenda – but whatever 

THE PREOCUPATION AND CRISIS OF ANALYTIC PHILOSOPHY

ABSTRACT
____________________________________________

I propose to reconsider Gilbert Ryle’s thesis in 1956 
in his introduction to The Revolution of Philosophy 
that “the story of twentieth-century philosophy is very 
largely the story of this notion of sense or meaning” 
and, as he writes elsewhere, the “preoccupation with 
the theory of meaning is the occupational disease of 
twentieth-century Anglo-Saxon and Austrian philoso-
phy.”  Ryle maintains that this preoccupation demar-
cates analytic philosophy from its predecessors and that 
it gave philosophy a set of academic credentials as a 
rigorous discipline with its own domain and method.  
I will maintain that Ryle, with some minor qualifica-
tions, was correct in his assessment of the nature of 
analytic philosophy at that time, and I will argue that 
the next 50 years continued to be, very largely, the story 
of meaning, exemplified by the groundbreaking work of 
Rawls and Kripke. However, I argue that this work also 
contains the seeds that contributed to the emergence of 
philosophies that represent a significant departure from 
analytic philosophy.
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it is that unifies this starting point is wholly transformed and even dropped by succeeding 
generations, who themselves begin their own agendas that are equally overcome, and so 
on.

This suggestion is helpful only if we are able to individuate some unifying features of the 
starting agenda and then also identify some principles that allow us to trace the proper trails 
of influence.  After all, in addition to the trails that remain within the territory of analytic 
philosophy, there are trails that lead out of it.  For example, there is a trail that leads from 
Frege to Husserl and there is a trail that leads from Austin to Derrida (Derrida 1988, 38 and 
130-1).  If we are trying to determine the historical identity of analytic philosophy, we need 
to understand why some trails keep us in and others take us out of the analytic tradition.  

This can be done in one of two ways.  Appropriate trails of influence can be individuated 
intensionally, that is in terms of some overlapping concepts and attitudes that define the 
appropriate trails of influence.  Or, defining content can be ignored and instead we can trace 
a history of reception and succession in terms of tutors, teachers, students, departments, 
institutes, journals, books, textbooks, and so forth.  The latter would be a naturalized, em-
pirical, and social scientific history of analytic philosophy.  Hacker in Wittgenstein’s Place 
in Twentieth-century Analytic Philosophy offers several brief but fascinating and enlight-
ening sketches of such lines of influence (Hacker 1996, 148-182). 

Hacker, however, is an exception.  Analytic philosophers typically are not interested in 
such naturalistic histories of their own philosophy.  Accordingly, my strategy will be inten-
sional, that is, I aim to identify, in Soames’ words, the “underlying themes or tendencies 
that characterize” analytic philosophy (Soames 2003, 1:xiii).  Even if there are no unifying 
doctrines, there may be a set of concepts and attitudes that characterize analytic philoso-
phy and distinguish it from other kinds of philosophy.  I hope to characterize this content 
without begging the question, and in such a way that non-analytic philosophers might find 
my characterization instructive.  Accordingly, I aim to avoid tendentious or ‘churchy’ char-
acterizations, for example that analytic philosophy is defined by a commitment to “clarity, 
rigor, and argumentation” and that it aims at “truth and knowledge, as opposed to moral or 
spiritual improvement” (Soames 2003, 1:xiv). 

3. Ryle’s Thesis

My point of departure is Ryle’s characterization of analytic philosophy in 1956 in his intro-
duction to the publication of a series of eight lectures from BBC’s Third Programme with 
the title The Revolution in Philosophy.  An aim of this collection, Ryle writes, is to “trace 
our proximate origins” and to let the essays in this collection be like “memoirs” that “sup-
ply the future historian with those considered and marshalled reminiscences which they 
will need” (Ryle 1956, 1). This is exactly how I want to use this collection.

In this introduction Ryle distinguishes between “the vehicle and what it conveys,” where 
vehicles are meaningful psychological or linguistic entities, and what they convey is their 
sense or meaning.  It is in virtue of their meaning that the vehicles are “capable of being 
true or false...and capable of implying and being incompatible with other judgments.”  Ryle 
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then characterizes analytic philosophy in its roughly first fifty years as “very largely the 
story of this notion of sense or meaning” (Ryle 1956, 8).  This claim is echoed in 1957 in 
his essay “The Theory of Meaning,” namely that the question “What are meanings?” has 
“bulked large in philosophical and logical discussions,” and that “preoccupation with the 
theory of meaning could be described as the occupational disease of twentieth-century 
Anglo-Saxon and Austrian philosophy” (Ryle 1957, 239).

Some clarifications and corrections are in order.  First, Ryle does not intend to narrow 
the focus of analytic philosophy to what Frege isolates as “sense” or “Sinn” in contrast to 
“reference” or “Bedeutung”.  Frege’s technical notions of sense and reference are part of 
his own analysis or distillation of meaning, that is, in Michael Beaney’s useful phrase, his 
“splitting of content” into two components (Beaney 1996, 151-2).   This distillation is only 
one answer, albeit a very fruitful and influential one, to the question “What are meanings?” 
and of course there are others.

Second, for Ryle it is essential that the vehicles are psychological entities, but meanings are 
not:  instead they are abstract objects that belong to the domain of logic and philosophy.  
While the rejection of psychologism certainly defines early analytic philosophy, I do not 
believe that this is a necessary condition of analytic philosophy.  As in the case of Fregean 
senses, anti-psychologism is just one strategy for answering the question “What are mean-
ings?”  It is preoccupation with this question that first and foremost characterizes analytic 
philosophy, not a particular answer.

Third, while Ryle’s regional, national or linguistic references to Anglo-Saxon and Austrian 
philosophy might be useful as a rough and ready way to fix the referent of “analytic philos-
ophy”, these references include and also exclude too much.  Austrian philosophy, strictly 
speaking, also includes Husserl, Hayek and Adler, none of whom are analytic philosophers.  
Moreover, Reichenbach, Hempel and Tarski were neither Austrian nor Anglo-Saxon.  They 
were anglophone in that they spoke and wrote English, but English was not their native 
language and their early works that are already constitutive of analytic philosophy are not 
in English.

Fourth, Ryle is characterizing a major and perhaps even dominant trend of twentieth-cen-
tury philosophy, but it certainly does not characterize all of twentieth-century philosophy.  
If we substitute “analytic philosophy” for “twentieth-century philosophy” or “ twentieth-
century Anglo-Saxon and Austrian philosophy,” Ryle’s thesis properly cleaned-up is that 
the history of analytic philosophy is ‘the story of this notion of sense or meaning’ and the 
‘preoccupation with meaning is the occupational disease of analytic philosophy’.

Fifth, while the publication of this collection coincides with what might be called the 
“second wave” of analytic philosophy or what is sometimes labeled “ordinary language 
philosophy” and some of the essays aim to locate this wave within the analytic tradition, 
it is a serious error to see this collection as a mere “manifesto” of ordinary language phi-
losophy, and to assume that the revolution mentioned in its title refers to this second wave 
(Wright 1994, 16).  Certainly this was not the intent of this collection, which aims to cover 
a movement that includes Frege, Russell, Moore, both late and early Wittgenstein, as well 
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the Vienna Circle.  The collection does include an essay by Strawson that places particu-
lar emphasis on the significance of ordinary language philosophy.  He characterizes two 
contrasting “courses”, one a course of construction that he ties to the work of Carnap and 
Quine and the other a course of analysis that he ties to Austin and Ryle.1  However, Straw-
son considered both trends as live options in analytic philosophy, and both, on his account, 
were devoted to the analysis of sentences and propositions (Strawson 1956, 100-1).

Finally and perhaps most importantly, Ryle suggests that there is a line between analytic 
philosophy and “the technical or semi-technical ideas” of the “new Formal Logic.”  Ryle 
writes that these ideas “were taken over by philosophers for the solution of their own 
problems,” but he separates the philosophers’ problems from those of the formal logicians 
(Ryle 1956, 9).  This line of separation is also traced by Soames in his 2 volume history 
of analytic philosophy, which, by his own admission, treats the formal work of Frege and 
Tarski, among others, “rather sparingly” (Soames 2003, 1:xvii).  For example, there are no 
individual chapters devoted to Frege, Tarski or Carnap.  There are good practical reasons 
for this separation, but it must be underscored that this work in logic is not incidental or 
merely parallel to the development of analytic philosophy.  This work is at its very core, as 
is evident from the fact that advanced formal logic and even set theory were requirements 
in analytic graduate programs.

The reason for this is that analytic philosophy’s concept of meaning is the concept of some-
thing essentially constrained by truth-preserving inferential relationships between proposi-
tions.  Ryle himself assumes this when he writes that it is in virtue of meaning that vehi-
cles of meaning are “capable of implying and being incompatible with other judgments” 
(Ryle 1956, 8).  Here Ryle is simply following Frege, who in his groundbreaking work 
on logic, the Begriffsschrift, identifies “conceptual content” in terms of logical inference, 
specifically deductive validity.  For analytic philosophers, truth-preserving inferences and 
equivalences are essential to meaning, and hence a core feature of this preoccupation with 
meaning.2 

Analytic philosophy’s inferential conception of meaning is an important reason why Hus-
serl is not a canonical figure in the history of analytic philosophy.  While Husserl’s Logical 
Investigations discuss, as the title indicates, logical issues, this is not a work on logic as 
Frege understood it, and it does not look like a book on logic or the philosophy of logic 
from our vantage point either.  Frege’s letter to Husserl written October 30, 1906 concern-
ing logic explains this difference very clearly:

In logic one must be determined to regard equipollent sentences as differing only 
according to their form.  After the assertoric force with which they have been ut-
tered is subtracted, equipollent sentences have something in common in their con-
tent, and this is what I call the proposition they express.  This is the only thing that 
concerns logic.  (Frege 1976, 101-3)

1	 He also calls one the "American School" and the other the "English School" (Strawson 
1956, 101).
2	 This leaves completely open the question about the appropriate type of this logic.
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This common content, or what in the Begriffsschrift he calls the “conceptual content” con-
sists only of that “which affects the possible inferences” (Frege 1879, 3; also iv).  Logic 
is concerned only with “whatever is needed for a valid [that is, truth-preserving] infer-
ence” (ibid.).  While for Frege conceptual content is “the only thing that concerns logic,” 
in Husserl’s Logical Investigations this is at best a very peripheral topic.  Central to the 
Logical Investigations is an attempt to give a theory of intentional objects and contents 
that play a role in knowledge and experience, as suggested by the subtitle of the massive 
second volume:  “Investigation of of the Phenomenology and Theory of Knowledge” (Hus-
serl 1992, vol. 3, 3).  Accordingly, Husserl’s notion of meaning is from the very start not 
constrained by inferential relationships, but instead by the contents of intentional objects 
that are subject to an “immanent description” of these psychic acts on the basis of reflec-
tion.  This will include a theory of abstraction, attention, intentionality, among other things.  
Similarly, Husserl’s Formale und Transzendentale Logik discusses the concept of truth as 
an epistemic and phenomenological category, not in terms of truth-preserving relationships  
(Husserl 1992, vol. 7, 46-8).3

With these five provisos in mind, I take for granted that Ryle’s characterization captures 
the first fifty years.  Frege, Russell, Moore, Wittgenstein, as well as the members of the 
Vienna Circle were all preoccupied with meaning.  Just to illustrate this with a simple in-
stance, consider that Frege’s Foundations of Arithmetic is entirely devoted to meaning.  In 
the very first sentence Frege raises the question “what the symbol 1 means” (Frege 1978, i) 
and in the concluding paragraph he declares that the foundational problems of arithmetic, 
including the treatment of positive whole numbers as well as the difficulties of fractions 
and negative and irrational numbers are “just . . . a matter of fixing the content of a . . . 
judgment.” (Frege 1978, 119).  

What I wish to do here is make a case that this characterization holds for the second fifty 
years as well, by focusing on the two towering figures of this period:  Rawls and Kripke.  
They are particularly interesting for my purposes because while they are defining fixtures 
in the history of analytic philosophy in the second half of the twentieth century, their work 
also motivated important new directions in philosophy that constitute a break with the past 
that, I will argue, constitute a departure from the analytic tradition.4 

4. Rawls

I focus on Rawls’ discussion of civil disobedience because it is a microcosm of his theory 
of justice and at the same time it is arguably an essay that plays a role in the emergence of 
applied ethics, which has an ambiguous status for many analytic philosophers.

The very title of this discussion highlights Rawls’ preoccupation with meaning:  “The

3	 I thank Sandra LaPointe for challenging me on excluding Husserl from analytic philosophy.
4	 It is useful to distinguish analytical philosophy from analytic philosophy.  The term “ana-
lytical philosophy” casts a much wider net than the term “analytic philosophy,” a net that catches 
philosophers such as Husserl, who are analytical, but not part of the canon of analytic philosophers.  
However, the term “analytical philosophy” is an evolution from the narrower conception of analytic 
philosophy, and hence it is important to understand the narrower conception first.
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Definition of Civil Disobedience” (Rawls 1971, 363).  With this definition Rawls aims to, 
in his words, “illustrate the content of the principles of natural duty and obligation.”  His 
discussion of civil disobedience has two major components.  The first is a definition of civil 
disobedience as a kind of dissent within the context of a “nearly just society,” which Rawls 
believes conceptually requires a democratic regime.  Accordingly, civil disobedience is 
defined as a certain kind of opposition, namely loyal opposition, to democratic author-
ity.   The details of Rawls’ definition are not relevant here, but suffice it to say that Rawls 
maintains that “civil disobedience has been defined so that it falls between legal protest 
and the raising of test cases on the other side” (Rawls 1971, 367).5   The second component 
of his discussion of civil disobedience is the stating of the necessary and sufficient condi-
tions under which civil disobedience is justified.  Within the confines of traditional analytic 
methodology, this is nothing less than a definition of a subset of civil disobedience, namely 
justified civil disobedience.

Of course, a definition of justified civil disobedience also serves to justify civil disobedi-
ence in those instances that satisfy the necessary and sufficient conditions of justified civil 
disobedience.  Thus it is tempting to emphasize the justification Rawls offers at the expense 
of the analytic task of defining justification.  This can give a popular but misleading im-
pression that Rawls’ theory of justice is a “revolutionary” departure from earlier analytic 
ethics because it pays “almost no attention to meta-ethics and instead pursued moral argu-
ments directly.”6    But this understanding of Rawls’ project fails to distinguish two distinct 
kinds of justifications.  One assumes a standard of justification and applies it to a certain set 
of cases, arguing that these cases match or satisfy this standard.   The other aims first to of-
fer the definition of a standard, and then sets out to offer the justification.  Rawls’ argument 
falls into the second category, and while Rawls’ work does depart from his predecessors 
in terms of emphasis and inspires a new wave of work in ethics, his work does not depart 
from analytic philosophy’s preoccupation with meaning.

Accordingly, Rawls offers three “conditions” for justified civil disobedience (Rawls 1971, 
371).  First, an act of justified civil disobedience is addressed to substantial and clear viola-
tions of the principles of justice that define justice as fairness (Rawls 1971, 372).  Second, 
“the legal means of redress have proved of no avail,” and finally, the acts of civil disobedi-
ence do not threaten the breakdown of the nearly just society (Rawls 1971, 373-4).  It is 
worth noting how Rawls argues for this third condition.  He considers cases that are, in his 
words, “conceivable...even if...unlikely” that there are many groups that satisfy the first 
two conditions, so many that their acts of civil disobedience would lead to serious disorder 
that threatens the just constitution.  In other words, in accordance with the analytic pursuit 
of a definition, Rawls considers logically possible scenarios to tighten his definition of 
justified civil disobedience (Rawls 1971, 374).

The case of Rawls’ analytic discussion of civil disobedience mirrors his overall project of 

5	 It should also be noted that Rawls acknowledges that he gives a “narrower definition to 
civil disobedience” because he distinguishes it from what he calls “conscientious refusal,” which he 
also aims to define (Rawls 1971, 368).
6	 http://en.wikipedia.org/wiki/Normative_ethics Accessed March 31, 2012. and http://www.
academicroom.com/topics/normative-ethics  Accessed April 13, 2014
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offering a theory of justice.  Rawls maintains that “the concept of justice...[is] defined...
by the role of its principles in assigning rights and duties and in defining the appropriate 
division of social advantages” (Rawls 1971, 10).  The problem is that there are differ-
ent interpretations of this role – competing principles for assigning rights and duties, and 
distributing social advantages.  These different interpretations are alternative conceptions 
of justice, and Rawls’ primary task is to offer a conception of justice as fairness as a “vi-
able alternative” to then dominant conceptions, particularly utilitarian conceptions (Rawls 
1971, 3).   The demonstration of viability rests on a justification that rational individuals in 
the original position would choose the principles of the conception of justice as fairness.  
This is not intended to be a psychological claim.   Rawls intends it to be the conclusion of 
a “strictly deductive” argument (Rawls 1971, 119 and 121) that follows from, among other 
things, certain propositions about what it means to be rational, which entail as a matter 
of meaning  that rational individuals would make certain choices given certain epistemic 
states.  While Rawls admits that he falls short of this analytic goal, it is nevertheless the 
pursuit of this goal that drives Rawls’ justification of justice as fairness.

As indicated above, it is possible to abstract from the analytic component of Rawls’ theory 
of justice and isolate a normative argument, for instance an argument for civil disobedi-
ence.  This sort of abstraction inspired the development of applied ethics, that is, the project 
of using normative principles to argue for specific courses of action on important social and 
personal issues.  However, minus the analytic preoccupation with meaning, this work ceas-
es to be in the analytic tradition, and this is why much work in applied ethics strikes many 
readers as a “revolutionary” development in philosophy.  In order to be a work in analytic 
philosophy, it has to be concerned with meaning.   Applied philosophy that satisfies this 
criterion (for example, work on the concept of intrinsic value, in the case of environmental 
ethics, or on the concept of pain in bioethics) falls within the scope of analytic philosophy.

5. Kripke

Kripke is the other towering figure in the history of analytic philosophy of the second 
half of the twentieth century.  Soames, for example, writes that “the two most important 
achievements that have emerged from the analytic tradition in this period [1900-1975] are 
(i) the recognition that philosophical speculation must be grounded in pre-philosophical 
thought, and (ii) the success achieved in understanding, and separating one from another, 
the fundamental methodological notions of logical consequence, logical truth, necessary 
truth, and a priori truth” (Soames 2003, 1:xi).  I have doubts about the first claim and I think 
these two claims are actually incompatible, a case I wish I had time to make.  Be that as it 
may, certainly the second claim is true insofar as it characterizes an important set of influ-
ential developments in the analytic tradition in the 1970s, and Kripke’s work on meaning 
and modality is at the center of this development.

The locus classicus for this development is a series of three lectures Kripke gave in 1970 
and that were first published in 1972 and then republished in 1980 in the form of a book 
under the title Naming and Necessity.  These lectures begin with a massive critique of de-
scriptive theories of the meaning and reference of proper names that is now a canonical part 
of analytic philosophy, but the background of this critique is equally important.  As Kripke 
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notes in his Preface to the 1980 edition, these lectures grew out of his groundbreaking 
model theoretic semantics for modal logic (Kripke 1980, 3), and this is another example of 
how formal studies are at the very core of developments in analytic philosophy.  

Kripke’s model-theoretic or possible worlds semantics of modal operators led to questions 
about how to interpret the terms of identity statements, especially ones that appeared to be 
contingent identity statements, such as that Aristotle is identical to the tutor of Alexander.  
If there can be contingent identities, then identities are not necessary, and Kripke held 
that as a matter of logic identical objects are necessarily identical (Kripke 1980, 3-4).  To 
clear-up the appearance of contingent identities, Kripke introduced the technical notion of 
a rigid designator, namely a term that designates the same object across all possible worlds 
in which it exists.  In 1963-64 Kripke began to apply this concept to proper names in natu-
ral languages, and this move allowed Kripke to decouple the meanings of proper names 
from descriptions.  Once descriptions were expelled from their meanings, it was natural to 
question whether descriptions are even needed to fix the reference of proper names.  If not, 
then names can succeed in referring directly without some intervening descriptive content.  
Moreover, the content or semantic contribution a name makes to the meaning of a sentence 
can be limited to its referent.  These theses about the meanings of proper names were also 
extended to natural kind terms, separating the content of natural kind terms from the de-
scriptive content of our beliefs and theories about those kinds.

As already indicated, these new theories of meaning for proper names and natural kind 
terms motivated important revisions in a wide range of areas of philosophy.  A received 
view was that a priori knowledge rests on what can be known on the basis of reflection on 
the descriptive contents of our concepts, and that necessary truths rest on these descriptive 
contents knowable a priori. But if we assume that the terms “water” and “H20” both func-
tion as rigid designators and that identical things are necessarily identical, then it is neces-
sary that water is identical to H20, but this is known a posteriori, not a priori.  The traditional 
view that Ruth Millikan calls “Meaning Rationalism” (Millikan 1984, 10),  namely that we 
know a priori, simply relying on Cartesian reflection, what we are thinking and intending to 
do when speaking or writing also suffered a setback.  If we are thinking, speaking or writ-
ing with rigid designators, whose meanings “just ain’t in the head,” as Putnam famously 
puts it, then meaning rationalism appears to be false (Putnam 1975, 227).  In short, rigid 
designators ushered in various forms of externalism according to which meaning was not 
at all or at least not entirely determined by the content internal to us.

6. Consequences

Beneficiaries of these changes in analytic philosophy’s conception of meaning were real-
ism and naturalism, particularly in the philosophy of science and ethics.  However, a closer 
look at this development also reveals an exit from analytic philosophy that is the source of 
what has been characterized as an identity crisis (Wright 1994, 4).7   The fate of Moore’s 
Open Question argument in recent philosophy is a case in point. To simplify, Moore argued 
that the property of being good cannot be identical to a natural property, say, to use Moore’s 
7	 Reference to a crisis in analytic philosophy are not uncommon:  Baz  (2014),  Glock (2008, 
1), Preston (2007, 7), Preston (2005, 294), Leiter (2004, 1), and Biletzky and Matar (1998, xi).
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example, the desire to desire.  The reason is that the question “Is it good to desire to de-
sire?” is intelligible and asks for new information.  It is not equivalent to the trivial question 
“Is the good good?”.   Moore also puts his case in another way:  the mere fact that we can 
doubt that the desire to desire is good “shews clearly that we have two different notions be-
fore our minds” (Moore 2005, 16). 	This way of putting Moore’s argument is particularly 
significant because it rests on the same principle Frege used in the opening paragraph of 
“Sense and Reference” regarding identity statements and that Gareth Evans called the “In-
tuitive Criterion of Difference” (Evans 1982, 19). Two sentences have distinct meanings if 
a competent speaker understands both but without being incoherent or irrational can affirm 
one while deny or remain agnostic about the other.  More broadly, what Moore and Frege 
assumed is that in assigning meaning to a person’s linguistic or mental states, we must take 
into account differences in their cognitive attitudes.  I will call this “Frege’s Constraint” 
(following White 2004, 213).

The canonical naturalist reply is to deny that the cognitive differences that play a role in 
Moore’s argument are relevant to the individuation of properties.  In Brink’s terms, for 
example, the “Semantic Test for Properties” fails, and part of the reason is that terms or 
predicates can succeed in referring or denoting something without satisfying any of the 
cognitive content a person has in mind while using the term (Brink 1989, 163-6; 2001, 
154-76).  Just as the terms “water” and “H20” can be associated with cognitive differences 
(a person can rationally wonder if water is indeed H20 while water and H20 are as identi-
cal), “good” and some naturalistic term can be co-referential despite cognitive differences.  
What in the end underlies this response is the idea that moral terms can function as rigid 
designators as well as proper names or natural kind terms.

This is an example of how the preoccupation with meaning led to an influential and impor-
tant shift in analytic meta-ethics.  But it also points to a trail that leaves analytic philosophy 
behind once naturalists cease to care about questions of meaning and turn to explanatory 
projects constrained by results from the biological or social sciences at the expense of 
Frege’s constraint.8   

To elaborate, the canonical naturalist reply to Moore’s Open Question Argument is not at 
all a refutation of his argument, but simply a change of topics.  Moore was interested in 
the meaning of “good” and he assumed meaning was subject to Frege’s constraint.  This 
is evident when he writes that his argument “shews clearly that we have two different no-
tions before our minds” (Moore 2005, 16).  He was not concerned with matters of fact – for 
instance, in what kinds of things turn out to be good – but what it is that we understand – 
what is “before our minds” – when we use evaluative terms such as “good”.  Accordingly, 
as Akeel Bilgrami argues, the canonical naturalist reply does not show “that there is any 
fault in Moore’s argument itself” because it remains “effective (and is only intended to be 
effective) against naturalisms that are definitional” (Bilgrami 2004, 129-30).  Even if in 
fact good is identical to some natural property F, it is possible for a person without being 
irrational to doubt or even deny that good is identical to F, and this shows that the concept 

8	 I think Richard Boyd's essay "How to Be a Moral Realist" is an exemplar of this departure, 
beginning with a discussion of semantic issues and ending with a ‘just so’ story of empirically 
discoverable homeostatic property clusters.
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of good and the concept of F are distinct.

In effect, a naturalist who is completely satisfied with the canonical naturalist reply and 
with no concern for the relevant cognitive differences ceases to care about meaning subject 
to Frege’s constraint. But the concept of meaning that is essential to analytic philosophy’s 
preoccupation is meaning that not only serves inferential relationships, but that is also 
subject to Frege’s constraint.  Hence, a loss of interest in this concept of meaning is a loss 
of interest in analytic philosophy.

Of course, there is a way to understand this naturalist turn in philosophy as still a kind of 
preoccupation with meaning, except that now “ ‘meanings’ just ain’t in the head”.  I think 
this move is only a Pyrrhic victory.  Frege’s constraint is now replaced by the results of the 
empirical and special sciences.  Meaning now is assigned not on the basis of how people 
understand what they say and think, but on the basis of what science has to say about what 
people think they understand.  In this sense of meaning, any special science is also con-
cerned with meaning because its results determine what we mean, not what appears before 
our minds.  

This is a Pyrrhic victory because it draws all blood from meaning as a special subject for 
analytic philosophy.  Meanings that are subject only to the constraints of natural science 
leave nothing for analytic philosophy to do except perhaps to correct those who still think 
that philosophy has a special domain.  This also leaves analytic philosophy without a clear 
identity.  Ryle in his introduction to The Revolution in Philosophy maintained that analytic 
philosophy was partially a response to new institutional pressures on philosophers from 
secular colleagues, mostly natural scientists, to identify a domain of expertise and method 
for philosophy (Ryle 1956, 4-5).  Meaning and its analysis was this special domain of 
expertise.  But meaning without Frege’s constraint drains this special domain of expertise, 
and this leaves analytic philosophy in crisis.

7.  The Roots of Crisis

Von Wright suggests a different diagnosis of analytic philosophy’s identity crisis, namely 
that it is caused by pair of competing commitments that can be found at the very roots 
of analytic philosophy (Wright 1994, 3-32).  He explains these commitments in terms 
borrowed from Frederick Waismann’s distinction between science and philosophy in his 
essay “What is Logical Analysis?”  The scientist “searches for knowledge, i.e. proposi-
tions which are true, which agree with reality,” and the highest goal of this attitude is the 
construction of theories about matters of fact, Waismann writes.  Philosophers, in particular 
analytic philosophers, “cannot be satisfied with this” because they find “the very nature of 
knowledge and truth . . . problematic” and are interested in the “deeper meaning of what 
the scientist does”.  Consequently, analytic philosophers aim not at “propositions, but the 
clarification of propositions” (Waismann 1940, 265-6).  While Waismann sets this as a 
line of demarcation between science and philosophy, von Wright argues that both of these 
“attitudes of mind” are found within analytic philosophy, and that these developed into an 
“unbearable contradiction” that “had to destroy its unity” (Wright 1994, 4).
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The philosophies of Moore and Russell, von Wright argues, already are marked by these 
opposing poles.  Russell, von Wright suggests, is motivated by the scientific search for 
true propositions about matters of fact, and this characterizes Russell’s work on mathemat-
ics and logic as well as his work on the problem of induction.  In Our Knowledge of the 
External World as a Field for Scientific Method in Philosophy Russell proclaims that “the 
time has now arrived” to correct the “unsatisfactory state” that philosophy “has achieved 
fewer results than any other branch of learning,” and von Wright cites this as the clearest 
expression of Russell’s scientific attitude (Wright 1994, 6-7).  Moore, on the other hand, is 
concerned with meaning.  For example, it is not the truth of commonsense propositions that 
concerns Moore, but the analysis of their meaning (Wright 1994, 7-8).

While I think that von Wright’s diagnosis points in the right direction, first I wish to correct 
some elements of this diagnosis.  First, von Wright’s discussion of Waismann’s distinction 
is misleading.  Waismann’s distinction is not simply between questions of truth and ques-
tions of meaning because from his answer to the question “What is Logical Analysis?” it is 
clear that philosophy also involves the pursuit of true propositions.   Philosophy, Waismann 
maintains, involves the assertion of tautologies, and a tautology, in his words, “expresses 
agreement with all truth-possibilities, i.e., that it is always true,” adding that the truth of 
tautologies (as well as the falsity of contradictions) “no longer depends on the behavior of 
the real world” (Waismann 1940, 268-9).  So Waismann’s distinction is better understood 
as a distinction between different kinds of truths.  Needless to say, this assumes that we can 
draw a distinction between these two domains, and Waismann assumes we can.

This assumption that there is a distinction between different kinds of truths is shared by 
Russell and Moore, although they drew this distinction differently over the courses of their 
careers.  While both began with a Platonist ontology of meanings and Russell departs from 
this commitment in his theory of descriptions, Russell’s turn to logical constructions and 
logical form preserves the commitment to a special domain for philosophy.  Waismann ex-
presses this quite nicely in his account of logical analysis, namely that philosophers aim at 
the “clarification of the sense of . . . propositions,” and they do this by “demonstrating the 
purely logical relations between propositions” (Waismann 1940, 266 and 269).

Second, Russell’s pursuit of scientific philosophy in 1914 in Our Knowledge of the Exter-
nal World and the companion essay “The Relation of Sense-Data to Physics” does not quite 
fit von Wright’s divide between questions of truth and questions of meaning.  For Russell, 
part of what makes philosophy scientific is his principle of construction.  He writes:  “the 
supreme maxim of scientific philosophizing is this:  Wherever possible, logical construc-
tions are to be substituted for inferential entities” (Russell 1986, 11).  This is the principle 
that guides Russell’s theory of descriptions, which is intended as an analysis of both the 
meaning and denotation of definite descriptions, and when Russell turns to the concepts 
of physics in 1914, he uses this principle to guide his account of the meaning of physical 
terms such as “matter” “object” or “place”.

This principle gives philosophy a certain scientific character that Russell describes quite 
clearly in the essay “On Scientific Method in Philosophy” published as a pamphlet in 1914.  
He distinguishes between philosophy that aims to be scientific by seeking to base itself 
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upon the “results of science” or by adopting the “methods of science”.  Russell maintains 
that “much philosophy inspired by science has gone astray through preoccupation with the 
results momentarily supposed to have been achieved” (Russell 1986, 57).  Russell cites the 
19th-century naturalist Herbert Spencer, but surely this applies to trends in contemporary 
naturalism as well.  For Russell, the appropriate way of making philosophy scientific is to 
transfer “not results, but methods” from “the sphere of the special sciences to the sphere of 
philosophy.”  That is, philosophy for Russell has a special sphere.   According to Russell, 
“philosophy is the science of the possible”, and possibility is studied by enumerating the 
logical forms of propositions and facts, and this is not an empirical investigation (Russell 
1986, 65).

Moreover, the propositions of philosophy “must be a priori”, which for Russell means 
that they are neither confirmed nor disconfirmed by empirical evidence because they hold 
“however the actual world were constituted” (1986, 65).  So it is not the appeal to empirical 
evidence or the pursuit of contingent truths that makes philosophy scientific for Russell.  
What makes it scientific is that with a well-defined set of problems and a method, philoso-
phy is in a position to deal “with its problems piecemeal, and . . . obtain, as the sciences 
do . . . partial . . . results  . . . [that] subsequent investigation can utilize even while it sup-
plements and improves them” (Russell 1986, 66).  In other words, philosophy is scientific 
insofar as it is “progressive”, which means that it consists of “successive approximations to 
the truth,” but these are truths about logical form and possibility.  So Russell indeed is con-
cerned with questions of truth, as von Wright observes, but not with truths about empirical 
and contingent matters of fact, but with truths about logical form and possibility.
	
Russell’s increasing interest in psychological matters could be seen as blurring the line 
between Russell and naturalism.  Hylton (1990, 244) argues that after Russell’s Principles 
of Mathematics, published in 1903, Russell begins “to take some interest in questions 
which he might have dismissed as merely psychological.”  Hylton maintains that the fact 
that for Russell after the Principles “philosophical theories . . . appear to be answerable to 
the data of experience, to facts about what is or can be plausibly supposed to be present to 
our minds . . . is clearly a considerable concession to psychologism” (1990, 330).  While 
Hilton is correct about Russell’s increased interest in psychological matters, an appeal to 
psychological facts and psychological plausibility does not constitute a concession to psy-
chologism.  After all, Frege’s appeal to cognitive value or significance [Erkenntniswert] 
and his appeal to the distinction between what can be known a priori and what is a “valu-
able extension of our knowledge” (1980, 40) is a psychological appeal, but it is not a 
concession to psychologism.  Finally, Hylton concedes that “Russell continues to think 
that the subject-matter of philosophy is wholly independent of psychology” (283).  This 
is precisely what Russell delineates in his 1914 discussion of the scientific method in phi-
losophy and that distinguishes Russell from contemporary naturalism.  In general, a turn 
toward psychological facts is not, ipso facto, a naturalistic turn unless these facts, to use 
Russell’s terminology, are results simply transferred from empirical psychology rather than 
facts pertaining to a philosophical psychology that is distinct from empirical psychology.

While von Wright is mistaken that Waismann’s division between science and philosophy 
is a division within the origins of analytic philosophy and a source of its eventual disinte-
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gration, he nevertheless points in the right direction.  In the theory of descriptions, Russell 
applied his maxim “Wherever possible, logical constructions are to be substituted for in-
ferred entities” (Russell 1986, 11) against  Frege’s and Meinong’s ontologies of intensional 
entities.  An essential feature of this intensional approach is that it is driven in part by a 
conception of meaning that aims to capture intuitive and cognitive differences in the under-
standing of language.  This, of course, is Frege’s constraint.

Russell’s approach, especially in his theory of descriptions, suggests that in questions of 
meaning, ontological constraints can trump Frege’s constraint.  As Russell repeats several 
times, his analysis is “in obedience to the feeling of reality,” and a “robust sense of reality 
is very necessary in framing a correct analysis of propositions,” even if it comes at a cost 
of “apparently excessive complication,” in particular the familiar complexity of analyzing 
definite descriptions into parts that only make sense in the context of a whole sentence with 
nested quantifiers in which there is no single unit that can be identified as a substitution for 
the definite description (Russell 1919, 48).

It is this weakening of the commitment to Frege’s constraint and letting ontological con-
siderations take its place that are the roots of analytic philosophy’s crisis in the wake of 
Kripke’s work on naming and necessity.  Kripke’s own case against descriptivism is guided 
by Frege’s constraint.  A gloss on one of his arguments is that someone can consistently 
believe that Aristotle is the tutor of Alexander while this is, in Kripke’s words “not a neces-
sary truth for him” (Kripke 1980, 63).  Hence, the meaning of the proper name “Aristotle” 
cannot be identified with the description of him being the tutor of Alexander.  Another 
argument is that a person can have beliefs about Einstein and meaningfully use “Einstein” 
without having any beliefs about him involving definite descriptions; hence a name can be 
meaningful without backing definite descriptions.

However, the irony of Kripke’s achievement is that it prepared the decommission of Frege’s 
constraint and inspired a naturalized philosophy that is no longer preoccupied with mean-
ing constrained by cognitive differences.  Instead, questions concerning matters of fact – 
for example “just-so stories” appealing to (borrowing from Russell) “results momentarily 
supposed to have been achieved,” say, in evolutionary biology – replace questions about 
truths of meaning.  If Ryle is correct that the preoccupation with meaning is essential to 
analytic philosophy and I am right that the relevant notion of meaning is one that is subject 
to Frege’s constraint, then these kinds of philosophical projects, while they might borrow 
some of the standards and methods of analytic philosophy, are not examples of analytic 
philosophy anymore.

8. Conclusion

Stephen White made a trenchant parenthetical comment about the status of Frege’s con-
straint today, namely that “the profession is currently in denial” about it.  Current philo-
sophical theorizing simply ignores Frege’s constraint, White claims, “but not on the basis 
of cogent arguments” (White 2004, 222).  White makes this point regarding current work in 
the philosophy of mind, arguing that a satisfactory account of agency needs to account for 
the “agential perspective,” and that this in turn needs an account of meaning that satisfies 
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Frege’s constraint.  Without Frege’s constraint, the perspective of the agent is ignored, and 
by ignoring this personal perspective, we ignore agency.

I would like to put this point somewhat differently.  Frege’s constraint is ignored on account 
of a major shift in philosophy that was made possible by rigid designators and direct theo-
ries of reference and meaning.  Ignoring Frege’s constraint is an unintended consequence 
and the profession has not come to terms with the fact that this marks a departure from 
previous philosophizing that is at least as dramatic as the inception of analytic philosophy 
itself.  In fact, as I have been arguing, it is a way of doing philosophy that is not analytic 
anymore.  Analytic philosophy is, at its core, preoccupied with meaning, where meaning 
is subject to Frege’s constraint, but contemporary “naturalizing” philosophy is not.9   Ad-
ditionally, insofar as naturalized philosophy now dominates our profession, replacing the 
preoccupation with meaning with a preoccupation with the results of the natural sciences, 
analytic philosophy is not a dominant force in contemporary philosophy anymore.  Nev-
ertheless, contemporary analytic philosophy still has an important and yet unfinished task 
ahead, namely to revive and revitalize the intuitive criterion of difference and defend its es-
sential role in any adequate account of our own self-understanding, particularly as subjects 
and agents.  The revival of Frege’s constraint, that is, the recognition that differences in our 
own understanding of what we mean have an essential role in determining what we mean, 
reclaims the identity of analytic philosophy, turns to its proper tasks, and makes analytic 
philosophy relevant again to the philosophical project of understanding what it is that we 
mean when we think, speak and act.
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Probability has a mathematical aspect 
and a scientific aspect. There is a reason-
able agreement about the mathematics of 
probability. Almost everybody accepts the 
same probability axioms and has no dis-
putes about the truths of the mathematical 
theory of probability. Yet, when it comes 
to scientific applications of the theory there 
are different opinions about what probabil-
ities are. Some identify them with degrees 
of (rational) belief, some with limiting 
frequencies, and there are other opinions. 
Why does it matter?1 We explain why, 
starting with a simple problem of a coin 
fairness testing.2

Consider a hypothesis about the probabil-
ity of a coin coming up heads. If we denote 
it by H, then H = 0 and H = 1 represent a 
coin which, respectively, produces a tail or 
a head on every flip. There is a continuum 
of possibilities between these extremes, 
with H = 1/2 indicating a fair coin. Now, 
if you had observed 3 heads in 12 flips, do 
you think it was a fair coin?
1	 Think about mathematics of numbers, 
i.e. arithmetic. In scientific applications it does 
not matter what numbers are. What is important 
are rules that numbers obey, not what they re-
ally are. Is it not the same with probabilities?
2	 The idea is to compare Laplacean 
(prestatistical) approach to a textbook problem, 
with the statistical approach to the same prob-
lem. It may seem that this is more appropriate 
for a college course than for a research article, 
but my experience is that such an introduction is 
eye opening (and surprising) even for the audi-
ences that are highly trained in probability. The 
problem is taken from Sivia 1996, ch.2.

WHAT IS PROBABILTY AND WHY DOES IT MATTER

ABSTRACT
____________________________________________

The idea that probability is a degree of rational belief 
seemed too vague for a foundation of a mathemati-
cal theory. It was certainly not obvious that degrees 
of rational belief had to be governed by the probabil-
ity axioms as used by Laplace and other prestatistical 
probabilityst. The axioms seemed arbitrary in their 
interpretation. To eliminate the arbitrariness, the stat-
isticians of the early 20th century drastically restricted 
the possible applications of the probability theory, by 
insisting that probabilities had to be interpreted as rela-
tive frequencies, which obviously satisfied the prob-
ability axioms, and so the arbitrariness was removed. 
But the frequentist approach turned more subjective 
than the prestatistical approach, because the iden-
tifications of outcome spaces, the choices of test sta-
tistics, the declarations of what rejection regions are, 
the choices of null-hypothesis among alternatives, the 
contradictory choices between sizes and powers etc., 
depend on thoughts or even whims of the experimenter. 
Frequentists thus failed to solve the problems that moti-
vated their approach, they even exacerbated them. The 
subjective Bayesianism of Ramsey and de Finetti did 
not solve the problems either. Finally Cox provided the 
missing foundation for probability as a degree of ration-
al belief, which makes the Bayesian probability theory 
(which is based on this foundation) the best theory of 
probable inference we have. Hence, it is quite unbeliev-
able that it is not even mentioned in recent philosophy 
textbooks devoted to the probable inference. The reason 
could be that it requires fairly sophisticated mathemat-
ics. But not even to mention it? We explain the history 
and prove Cox theorem in a novel way.

Keywords: probability, subjective Bayesianism, logi-
cal Bayesianism, Cox theorem
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A Bayesian who thinks of probabilities as degrees of rational belief, will use Bayes’ theo-
rem to answer this question:3

 
pr(H | D, I )dH =  

Actually, he will use a simpler form:

pr(H | D,I )  pr(H |I ) pr(D | H, I ),

because he can evaluate the missing constant (which does not depend on H) from the nor-
malisation condition

 pr(H|D,I)dH = 1.

The power of the theorem lies in the fact that it relates the probability that the hypothesis H 
is true, given the data D (e.g. 3 heads in 12 flips) and background information I (e.g. flip-
ping is vigorous, coin is symmetric etc.), to the probability that the data would have been 
observed if the hypothesis is true, which is easier to assign.

Prior probability pr(H | I ) represents the degree of rational belief in H given I (with no data 
D available). It is modified by the data D, through the likelihood pr(H | D, I ), and yields the
posterior probability pr(H | D, I ), which represents the degree of rational belief in H given 
I and the data D.

In our specific case of coin flipping, prior pr(H | I ) represents what is known about the coin
before any data is taken into account. The state of ignorance is represented by the uniform
probability assignment

 

pr(H | I ) = 

						      Fig. 1

This prior state of ignorance is modified by the data through likelihood:

pr(D | H, I )  HR(1–H)N-R,

3	 In what follows pr is probability or probability density which, for short, we also call prob-
ability.

1

0

pr(H|I )dH ∙ pr(D|H,I )

pr(D|I )

{ 1    0 ≤ H < 1
0    otherwise
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where H is the probability of obtaining a head and R is a number of heads obtained in N 
flips. (For simplicity, equality is again replaced by proportionality, since the omitted term 
does not depend on H.) By Bayes’ theorem:

pr(D | H, I )  HR(1–H)N-R, for 0 ≤ H ≤ 1, 

otherwise it is 0. If the coin is flipped once and it comes up heads, the resulting posterior is:4

pr(H | {h}, I )  H

						      Fig. 2.

If the coin is flipped for a second time and again comes up heads, the resulting posterior is:

pr(H | {h,h}, I )  H2

						      Fig. 3.

If the third flip comes up tails the resulting posterior is:

pr(H | {h,h,t}, I )  H2(1-H)

						    
						      Fig 4.

If the forth flip also comes up tails the resulting posterior is:

4	 The graphs are normalized in such a way that the maxima are always 1.
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pr(H | {h,h,t,t}, I )  H2(1-H)2

						      Fig. 5.

And so on. The following figures show how the posterior evolves as the number of data be-
comes larger and larger.5 The position of the maximum wobbles around, but the wobbling 
decreases with the increasing amount of data. The width of the posteriors also becomes 
narrower with more data. For the coin in our example, the best estimate of H converges to 
0.25 (of course this was the value used to simulate the flips).

				        Fig. 6.

People tend to agree with the binomial distribution for the likelihood (pr(D | H, I )  HR(1–
H)N-R) but worry about the prior: how would the inference about the coin have changed if 
a different prior was chosen? If we repeated the analysis of the date with different priors 
the results would have been the same, because the posterior is dominated by the likelihood, 
and the choice of the prior is largely irrelevant (cf. fig. 2.2. in Sivia 1996).

5	 It is easy to prove that it does not matter whether the data are introduced one by one or all of them 
simultaneously.
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The result of the Bayesian analysis is the probability distribution of every possible hypoth-
esis H, given one real data set D.

Often, we wish to summarize this distribution with just two numbers: the best estimate and 
its reliability. If we denote the posterior by P, i.e. P = pr(H | D, I ), then the best estimate 
of its value is the maximum point H0 given by:

		     and    

The measure of the reliability of the best estimate is the spread of the posterior about it. The
behaviour of any function around a point can be estimated by its Taylor’s expansion about 
the point. But, rather than dealing with posterior P, it is easier to deal with its logarithm L 
= ln P. Expanding L about H0, we get:

L  L(H0) +            | H0
 ( H - H0 )

2 ,

(the linear term is 0 because L is monotone in P, so H0 as the maximum point of P is also 
the maximum point of L).

If we define 1/2 = – ( d2L/ dH2) | H0
 we get:

L  L(H0) – 

which by exponentiation yields:

P = pr(H | D, I )  P(H0) e  

From the normalization condition:

1 =  pr(H|D,I)dH  P(H0) e                   dH = P(H0)√2π

it follows that P(H0) = 1/√2π , i. e.

pr(H  D, I )              e

dP d2P
dH dH2| H0

 = 0 | H0
 < 0.

1
2 dH2

d2L

( H - H0 )
2

22

( H - H0 )
2

22

( H - H0 )
2

22

( H - H0 )
2

22

1/√2π

1

1

0

1

0

Zvonimir Šikić | What is Probability and Why does It Matter

25



This normal or Gaussian approximation6 is usually conveyed by the statement:

H = H0  ,

with H0 the best estimate and  referred to as the error-bar. The integral properties of the
normal approximation tell us that the probability that the true value of H lies within   
of H0 is 67% i. e.

pr(H–  H  H0+D, I ) =  pr(H|D,I)dH  0,67

Similarly, the probability that H lies within  2 of H0 is 95%, and that H lies within  3 
of H0 is 99.8%.

In the coin example:

P = pr(H  D, I )  HR(1– H)N–R, 0  H  1¸
L = C + R ln H + (N–R)ln (1–H),

      =     –         = 0  for  H0 =      ,

       | H0
= –       –              = –                  ,

 =                      < 

Hence, the relative frequency of heads R/N is the best estimate of H, and its error-bar  is 
less than 1√N . So, the width of the posterior becomes narrower with the increasing number 
of the data N, as we have seen above (cf. fig. 6.).7

 
This prestatistical approach to our problem was the standard approach of Laplace and his
contemporaries. As we have just seen, the approach is extremely successful. But neverthe-
less, it was rejected by the frequentists of the late 19th and the early 20th century. Why? The 
idea that probability is a degree of rational belief seemed too vague for a foundation of a 
mathematical theory. It was certainly not obvious that degrees of rational belief had to be
governed by the probability axioms used by Laplace and others. The axioms seemed arbi-
trary in this interpretation.8 To eliminate this arbitrariness, the mathematicians of the late 
6	 The approximation is just the quadratic approximation of the logarithm and has nothing to 
do with coins or probabilities.
7	 The last formula also proves that it is easier to identify a highly biased coin than it is to be 
confidential that it is fair, because the nominator H0(1– H0) is greatest when H0 = 1/2.
8	 Furthermore, the probability rules described how to manipulate probabilities, but they did 
not specify how to assign the prior probabilities that were being manipulated. We will not address this 

H0+

H0+

d2L
dH2

R
H

N–R
1–H

R
N

dL
dH

R
H2

0

(N–R)
(1–H0)

2
N

H0 (1–H0)

H0 (1–H0)
N√ 1

√N

EuJAP | Vol. 10 | No. 1 | 2014

26



19th and the early 20th century drastically restricted the possible applications of the theory, 
by insisting that probabilities had to be interpreted as relative frequencies of occurrences 
in repeated random experiments (mostly imagined, rarely actual). The relative frequen-
cies obviously satisfied the probability axioms, hence their arbitrariness was removed. 
Also, the frequentist approach, by its reference to observation of repeated experiments, 
seemed to make probability an objective property of “random phenomena” and not a sub-
jective degree of the rational belief of Bayesians.

But, the frequency definition of probability made the concept of the probability of a hy-
pothesis illegitimate, e. g. the prior pr(HI ) and the posterior pr(HD, I ) in the coin ex-
ample make no sense. A hypothesis is either true or false, it is not a random variable. A 
consequence is that scientists are not allowed to use Bayes’ theorem to asses hypotheses. 
So, how would a frequentist deal with the coin fairness problem? He can not calculate the 
probability of the fairness hypothesis (the hypothesis that H = 1/2), even less the probabil-
ity distribution of every possible hypothesis H, given the data D, since hypotheses have no
probabilities.

Hence, Fisher developed his system of significance tests for hypotheses testing. To perform
the test, an experiment must be devised, in our example flipping the coin a predetermined
number of times, say 12, and then the result analysed in three steps.

First, specify the outcome space. In our example 212 possible sequences of 12 heads or tails.
The result of the experiment should be summarised in some numerical form, e.g. the 
number of heads in the outcome. This summary is called test-statistics, and as a function of 
outcomes it is a random variable which has probability.

Second, calculate the probability of every possible value of the test-statistics, given the
hypothesis you are testing (Fisher called it the null-hypotheses). This is the sampling

distribution of the test-statistics. In our case it is pr(R) =                            , with R the 
number of heads:

Third, look at all results which could have occurred (given the null-hypothesis) and which, 

question, although we have seen that at least in some cases, e. g. our coin example, it is irrelevant. 
Furthermore, probability is the logic of uncertainty, and as the standard logic does not tell us what 
are the factual truths, but only what follows from what, so probability does not tell us what are prior 
probabilities but only what probability follows from given probabilities.
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as Fischer put it, are more extreme than the result that did occur. It means their probability 
is less than or equal to the probability of the actual outcome. Then calculate the probability 
pr* that the outcome will fall within this group. For example, if our experiment produced 3 
heads in 12 flips, the result with less or equal probabilities to this are R = 0,1,2,3,9,10,11,12; 
and the probability of at least one of them occurring (c.f. the shaded values in the table 
above) is pr*= 0.15. Fisher’s accepted convention is to reject the null-hypothesis just in 
case pr* 0.05. Hence our null-hypothesis of the fairness of the coin is not rejected.

Some statisticians recommend 0.01 or even 0.001 as the critical pr*. The adopted critical 
probability is called the significance level of the test, and the null-hypothesis is said to be 
rejected at this significance level if pr* is less than or equal to it.

“The null-hypothesis is rejected at a significance level” is a technical expression, which 
means that the result of the experiment fall in a certain region (declared “the rejection 
region”). But what does it really say about the null-hypothesis? Today the standard view 
(introduced by Neyman) is that a rejection or non-rejection of a null-hypothesis is not an 
inductive inference, but just an instruction for inductive behaviour. If we behave according 
to the instruction, in the long run we shall reject a true hypothesis H, i.e. we shall make a 
type I error, no more than once in a hundred times, when significance level is 0.01.

We may also worry, as Neyman and Pearson did, about accepting a false hypothesis H, 
i.e. making a type II error. The probability of type II error is the probability of rejecting a 
true alternative hypothesis, let’s call it Ha

9, by accepting the false H. The complement of 
the significance level of rejecting Ha is called the power of a test and, in this context, the 
significance level of rejecting H is called its size. An ideal would be to maximize the power 
and to minimize the size of a test. But that ideal is inconsistent. In most cases a contraction 
in size brings with it an expansion in power, and vice versa.

Apart from the volatility of what is declared to be “the rejection region”, the incoherence 
of contracting the size and expanding the power of a test, and considering only one or two 
hypotheses10, there are other problems with the frequentist approach.

For example, different random variables may by defined on an outcome space, not all of 
them leading to the same conclusion when used as a test-statistics in a significance test. 
This is the notorious problem of “which test-statistics to choose?”

There is also the problem of “the stopping rule”. Consider again that a coin has been flipped 
12 times, giving 3 heads and 9 tails. Is this the evidence that the coin is biased? With the 
data provided, the frequentists cannot even begin to answer this question. Namely, from 
these data it is not clear what the outcome space for the data is. If the frequentist is told 
that the experimenter’s plan was to flip the coin 12 times, then analysis can proceed as 
above. But this is not the only way for these data to be produced. The experimenter may 

9	 It means that Neyman and Pearson approach considers (only) two possible hypothesis H 
and Ha.
10	 In a Neyman-Pearson test you have to choose which of the two is your null-hypothesis and 
that choice may change which of the two is rejected (cf. Howson and Urbach 2006, 156).
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have planned to flip the coin until he produced 3 heads, or until he becomes bored with the 
flipping. In this case, the outcome space will be different, even infinite or ambiguous, and 
the final result of the significance test may also be different. (cf. Loredo 1990, 109-110).
It seems that the frequentist approach is more subjective than the Bayesian approach, be-
cause the identifications of outcome spaces, the choices of test statistics, the declarations 
of rejection regions, the choices of null-hypothesis among alternatives, the contradictory 
choices between sizes and powers etc., depend on thoughts or even whims of the experi-
menter. Frequentists thus failed to solve the problems that motivated their approach, they 
even exacerbated them.

The basic problem of frequentist analysis is that, in search of a rejection region, it evaluates 
a single hypotheses by taking into account data that could have happened. But what this 
possible data have to do with our problem? We have made our experiment, we have got the 
real data and we want to estimate hypotheses given this real data.

The result of the frequentis analysis is a behavioural attitude towards a single hypotheses,
prompted by data that could have occurred but did not.

To be more specific, for Bayesians there is the probability of H being in an interval:

pr(R/N–            H  R/N +            )  95%

For frequentists there is no such probability. There is only the inductive behaviour accord-
ing to which, when we prove that:

pr(H–            H  R/N +            )  95%

then if we behave so that we accept R/N as our estimate of H, we may expect to be correct 
in 95% of our repeated behaviours.

The simple Bayesian 95% probability that your hypothesis is true, is replaced by the con-
voluted frequentist 95% chance of being correct in your repeated “as if my hypothesis is 
being true” behaviours. Why on earth would anybody do that? Is there not a better answer 
to the frequentist critique that degrees of belief are subjective and therefore incoherent 
and (even if they have some sense) that we do not know whether they satisfy probability 
axioms. A lot of people thought there is.

For John M. Keynes a degree of rational belief is a degree of partial entailment. Sometimes 
a conclusion follows from premises, but more often it only partially follows from them. As
Keynes used to say, a conclusion stands in a relation of probability with premises (cf. 
Keynes 1921, 52-3). The relation is logical, and probability is just an extension of classi-
cal “true or false” logic. But how do we asses this logical relation of probability and, more 
specifically, how do we establish the probability axioms from this logical point of view? 
Keynes thought we simply perceive them as true, with some kind of logical intuition. (cf. 
Keynes 1921, 52-3).
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Harold Jeffreys held the same logical attitude towards probability. He was one of the earli-
est critics of the frequentist statistics, but he did more than criticize. In his Jeffreys of 1939, 
he solved many statistical problems completely inaccessible to frequentists. That should 
have been a clear indication that he was on the right track, even though his first hundred 
pages devoted to logical arguments for probability axioms were not very successful. His 
work was rejected on philosophical grounds, as was Keynes’.

The most famous critic was Frank Ramsey. His answer to Keynes’ position (that there are 
logical relations of probability and that these can be perceived with some kind of logical 
intuition) was simple and final. He does not perceive the probability relations of Mr. Key-
nes and, moreover, he suspects that others do not perceive them either (cf. Ramsey 1926, 
161-2).

I suppose Ramsey was referring to the probability axioms:

(1) pr: P  P  [0,1]

(i. e. probability is a real number from [0,1] assigned to an ordered pair of propo-
sitions11 in P  P, which measures how probable is the first proposition given 
the second),

(2)  A  pr(AI) = 1

(i.e. probability of a logically valid proposition is 1, whatever background in-
formation I),

(3) I  –(AB)  pr(A  BI) = pr(AI) + pr(BI)

(i.e. if A and B a contradictory given I, then the probability of their alternation, 
given I, is additive),

(4) pr(ABI) = pr(AB, I)  pr(BI)

(i.e. the probability of conjunction is quasi-multiplicative).

I do not think that he or anybody else has problems with inferences of probability theory. 
For example, that from (1)-(3) it follows that pr(A) = 1– pr(A); or that from (1)-(3) and A 
 B it follows that pr(A)  pr(B); or that from (1)-(4) follows Bayes’ theorem; or that from 
(1)-(4) and A  B it follows that pr(BA, I) = 1; or that from pr(AAB, I)  1 it follows that 
pr(AB, AB, I) > pr(AAB, I)12; etc.

Probability axioms are problematic, not probability inferences.

11	 Or statements, or sentences, here it is not important.
12	 Given A→B; A does not follow from B, but A is more probable given B.
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Instead of vague logical intuitions Ramsey (and de Finetti) offered a definition of probabil-
ity and proved that it satisfies probability axioms (1)-(4). Namely, the probabilities were 
defined as betting quotients and it was proved that the betting quotients are coherent (i.e. do 
not allow unfair bets; which we define below) iff they satisfy (1)-(4). It was a great success 
and the logical theory was forgotten.

It is often declared that this is a very surprising result, and that it is by no means obvious 
that betting quotients, if coherent, should obey the probability axioms (c.f. Gillies 2000, 
66). I think it is obvious, and I am offering an obvious proof bellow. Before that, let me 
present a more standard version of the proof that coherence implies axioms (1)-(4)13.

Think of me as a bookie. If you are willing to pay me M’ for prospect of getting M if A hap-
pens, then your net-gain G(A) in this bet on A, is M–M’ if A happens and –M’ if it does not
happen14. If we define the value of A as V(A) = 1 if A happens, and as V(A) = 0 if A does not
happen, then

G(A) = MV(A) – M’.

If you are willing to pay me M’ for prospect of getting M only if a condition C is fulfilled 
and A happens (i.e. the bet is cancelled if C is not fulfilled), then your net-gain G(AC) in 
this bet on A under condition C, is

G(AC)) = V(C)(MV(A) – M’)

(i.e. the bet is cancelled by V(C) = 0 and otherwise it is like before).

What I am offering you, i.e. M, is your possible brutto-gain or the value of the bet. What 
you are willing to pay for the bet, i.e. M’, is your betting expectation. Your betting quotient, 
in this particular bet on A, is defined as

q(A) = M’/M.

In this definition it is presupposed that your expectation M’ is proportional to the value of 
the bet M, i.e. that your betting quotient depends only on the proposition A you are betting 
on and not on M. Real bets are definitely not like that and this is the soft point of Ramsey-de 
Finetti’s argument. But let’s go further with the argument.

Since M’ = q(A)M, your net-gains (c.f. above) can be reformulated as
G(A) = M(V(A) – q(A))
G(AC) = V(C)M(V(A) – q(A)).

13	 The converse does not interest us here. In philosophical literature the proof of the converse 
is usually omitted, and if not omitted it is often incorrect (cf. Gillies 2000, 60-64; Hacking 2001, 
165-168). Gilles “proves” that each of (1)-(4) taken separately, implies coherence. Of course, it is 
nonsense, because then each of them, taken separately, implies all of them, since coherence implies 
all of them. Hacking’s proof is similar, although it is not clear whether he is claiming a proof or just 
an idea of it.
14	 Of course, a negative gain is a loss, as a negative loss is a gain.
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Your betting quotients are said to be coherent (and your bets to be fair) if I can not choose 
my Ms so that I win whatever happens. Or, for that matter, that I can not choose them so 
that I lose whatever happens.15 It means that the gain or the loss must depend on what hap-
pens. If it does not depend on what happens there is no gain and no loss, i.e. the gain is zero. 
More formally, your betting quotients are coherent (and your bets are fair) if, and only if, 
G does not depend on V only if G = 0.

Now, that we have defined coherence (fairness) we may prove that the probability axioms 
(1)-(4) follow from it.

Suppose that q(A) [0,1], i.e. q(A) < 0 or q(A) > 1. If M >0, then G(A) = M(V(A) – q(A)) 
>0 or G(A) = M(V(A) – q(A)) < 0 independently of the value V(A). ( If M < 0 then G(A) < 
0 in the first case and G(A) > 0 in the second case.) Hence, G(A)  0 independently of V, 
which is in contradiction with coherence. So, it is impossible that q(A) [0,1], i.e. q(A)  
[0,1]. This is our axiom (1).

If A is logically valid, i.e.  A, then V(A) = 1 and

G(A) = M(V(A) – q(A)) = M(1– q(A))

does not depend on V. By coherence it must be zero, i.e. M(1 – q(A)) = 0, from which (for 
M  0) it follows that q(A) = 1. This is our axiom (2).

If you bet on A with quotient q(A) for brutto-gain M1, and on B with q(B) for M2, and on 
AB with q(AB) for M; then your total net-gain is

G = M1(V(A) – q(A)) + M2(V(B) – q(B)) + M(V(AB) – q(AB)).

Now, if from your background information it follows that A and B are mutually contradic-
tory, then V(AB) = V(A) + V(B). If furthermore, your bet is such that M1 = M2 = – M  0 
then, for this particular bet,

G = Mq(A) + Mq(B) – Mq(AB).

This gain does not depend on V so, by coherence, it must be zero,

M(q(A) + q(B) – q(AB)) = 0.

It follows that q(AB) = q(A) + q(B). This is our axiom (3).

If you bet on AB with quotient q(AB) for brutto-gain M, and on B with q(B) for M1, and on A
under condition B with quotient q(AB) for brutto-gain M2; then your total net-gain is

G = M(V(AB) – q(AB)) + M1(V(B) – q(B)) + V(B)M2(V(A) – q(AB)).
15	 Of course, changing the signs of my Ms turns one into another.

EuJAP | Vol. 10 | No. 1 | 2014

32



If your bet is such that M2 = – M  0 then, since V(AB) = V(A)V(B), your net-gain is

G = – Mq(AB) + M1V(B) – M1q(B) + V(B)Mq(AB).

If furthermore M1 = – Mq(AB) then, fort this particular bet,

G = – Mq(AB) + Mq(AB)q(B).

This gain does not depend on V so, by coherence, it must be zero,

M(– q(AB) + q(AB)q(B)) = 0.

It follows that q(AB) = q(AB)q(B)). This is our axiom (4).

This is a standard, maybe not extremely obvious proof. Now I present basically the same 
proof, which is trivial and completely obvious. Instead from coherence, I start from its 
simple consequence: for same bets you should have same expectations.16 I define two bets 
as the same, if your brutto-gain in every possible situation is the same for both bets.

Example I: if A and B are mutually contradictory, then “to bet on AB for M” is the same as
“to bet on A for M and to bet on B for M”. Namely, there are only three possible situations 
AB, AB and AB (because AB is excluded) and in each of them your brutto-gain is the same 
for both bets (M if AB or AB and 0 if AB ).

Example II: “to bet on AB for M” is the same as “to bet on B for M and then continue to bet
on A for what you have got”. Now, there are four possible situations, AB, AB , AB and AB .
In both bets you brutto-gains are the same in every of the four situations. They are, respec-
tively: M, 0, 0, 0.

According to the example I, what you are willing to pay for bet on AB with brutto-gain 
M (if A and B are mutually contradictory), must be the same as what you are willing to pay 
for two bets, one on A for brutto-gain M and another on B for brutto-gain M. It means that

q(AB)M = q(A)M + q(B)M,

and (for M  0) it immediately follows that q(AB) = q(A) + q(B). This is our axiom (3).

According to the example II, what you are willing to pay for bet on AB for brutto-gain M,
must be the same as what you one willing to pay for bet on B for brutto-gain M, which 
continues with the bet on A for what you have got. It means that

16	 It is a simple consequence of coherence. Namely, if you bet on A for M, with different 
expectations M1 and M2, i.e. with different quotients q1 and q2, then I may offer you M for one 
quotient and –M for another. Your total net-gain in this compound bet is: G = M(V(A) – q1) – M(V(A) 
– q2) = M(q2 – q1), which is independent of V and different from zero (because q1 ≠ q2 and we can take 
M ≠ 0). Hence, your quotients q1 and q2 are not coherent.
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q(AB)M = q(AB)(q(B)M),

and (for M  0) it immediately follows that q(AB) = q(AB)q(B). This is our axiom (4).

I think the arguments for the axioms (1) and (2) were obvious. If your q(A) >1 you obvious-
ly lose whatever happens, and if your q(A) <0 you obviously win whatever happens. For 
valid proposition A, whatever happens, you obviously win if your q(A) <1, (because valid A
happens, whatever happens).

So, betting quotients quite obviously satisfy the probability axioms. There are no surprises
about that. I would even suspect that these simple arguments for axioms (1)-(4) were well
known from the beginnings of probability theory, because they are really extremely simple.
Perhaps the reason they were not published (if they were not) is that the betting quotients 
were problematic, because they were not well defined.

And still today, they are not well defined. Presumption that M’, which you are willing to 
pay for a bet, is proportional to M, which is the brutto-gain you are hoping for, is com-
pletely unsubstantiated. Even Ramsey was aware of that when he unsuccessfully tried to 
overcome the problem by introducing “ultimate goods” bets, instead of money bets, cf. 
Ramsey 1926, 173-176.17

The subjective Bayesianism of Ramsey and de Finetti did not solve the problems of the 
logical (or objective) Bayesianism of Keynes and Jeffreys. But Cox in the 1940’ (cf. Cox 
1946 and Cox 1961) provided the missing foundation for logical Bayesianism, which is 
today known as Bayesian probability theory, or BPT for short.18 The intuitive appeal of 
BPT19, the huge amount of successful results and its rigorous mathematical foundation pro-
vided by Cox and others, make it the best theory of probable inference we have. Hence, it 
is quite strange that it is not even mentioned in the recent philosophy textbooks devoted to 
the probable inference (e.g. Gillies 2000, Hacking 2001 and Mellor 2005). It is mentioned 
in Bayesian textbooks, e.g. Howson and Urbach 2006 which explicitly declares it as the 
best approach (“which begs fewest questions of all”), but even then the Cox’s mathemati-
cal foundation is omitted because “it requires fairly sophisticated mathematics”.

Although mathematics is a bit sophisticated, I will present a variant of the crucial proof; 
especially because printed proofs are rare, quite often not completely correct and they 
almost always presuppose more assumptions then necessary (cf. Cox 1946, Cox 1961 and 
Jaynes 2003).

Cox’s idea was to start from the notion of the plausibility of a proposition A given a propo-
sition I as known, which is denoted by AI, and from some properties that these plausibili-
ties have to satisfy. I will use the following properties.

17	 Gillies proposes, following early de Finetti, that we should use money bets with appropriately 
selected stakes, with no real explanation, not to talk about a definition, of appropriateness, cf. Gillies 
2000, 57.
18	 Jaynes call it “probability theory as the logic (of science)”, cf. the title of Jaynes 2003.
19	 Just compare the Bayesian vs. frequentist analysis of the coin fairness problem above.
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(P1) 		  I = o  AI  II = j

(i.e. plausibilities are real numbers between the minimum o, which is the plau-
sibility of a logical contradiction and the maximum j, which is the plausibility 
of a logical truth).

(P2)		   I  –(AB)  ABI = AI(AI, BI)

(i.e. if A and B are mutually contradictory given I, then the plausibility of their 
alternation “A or B”, given I, is determined by the plausibility of A, given I, and 
the plausibility of B, given I; the determination function AI may depend on I).

(P3) Functions AI are continuous and strictly increasing in both arguments.

(P4) 		  ABI = KI (ABI, BI)

(i.e. the plausibility of the conjunction “A and B” given I, is determined by the 
plausibility of B, given I, and the plausibility of A, given B and I; the determina-
tion function KI may depend on I).

(P5) 		  AII = AI.

From these properties, using the logical rule of the replacement of equivalents (e.g. from 
(A∨B)C ≡ AC ∨BC; it follows (A∨B)C|I = (AC∨BC)|I, from I ≡ II it follows A|I = A|II etc.) 
it is possible to prove that there exists a continuous and strictly increasing function f (x) 
such that f (o) = 0, f (j) = 1 and that for every proposition I:

AI (x,y) = f (f -1(x) + f -1(y)),           KI (x,y) = f ((f -1(x) ⋅ f -1(y)).

This is equivalent to:

f -1AI (x,y) = f -1(x) + f -1(y),           f -1 KI (x,y) = f -1(x) ⋅ f -1(y).

Hence, if we define pr(A|I ) := f -1(A|I) and substitute A|I for x and B|I for y, we get:

pr(A∨B|I ) = pr(A) + pr(B),        pr(AB|I ) = pr(A|BI )⋅pr(B|I ).

The conclusion is: if plausibility satisfies (P1)-(P5) then there is a measure of plausibility 
which satisfies our probability axioms (1)-(4). Namely, every continuous and strictly 
increasing function of plausibility A|I could be a measure of plausibility, as any other. 
Out of all these possible measures we chose pr(A|I ), not because it is more “correct” but 
because it is more convenient, i.e. the quantities pr obey the simplest rules of combination: 
the normality condition (1), (2), the sum rule (3) and the product rule (4). 

The situation is analogous to that in thermodynamics (cf. Jaynes 2003, 42), where out 
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of all temperature scales (which are continuously increasing functions of each other) we 
choose Kelvin scale because it is more convenient, i.e. the laws of thermodynamics take 
the simplest form in this scale. Similarly, in mathematics, out of all angle scales we choose 
the radians as the most convenient; e.g. dsin x / dx = cos x only if x is measured in radians.

Before I present the proof of this crucial result (usually called Cox’s theorem) I should ad-
dress one more problem. Why plausibilities should obey the properties (P1) – (P5)?

Desideratum (P1) is that degrees of plausibility are represented by real numbers (with the 
minimum which represent the plausibility of contradictions and the maximum which rep-
resent the plausibility of tautologies). I believe it is possible to prove that this desideratum 
follows from more elementary desiderata that (i) degrees of plausibility should be linearly 
ordered (i.e. that they are transitive, antireflexive and universally comparable), and that 
(ii) continuous, strictly increasing, commutative and associative operations (representing 
degrees of plausibility of conjunctions and alternations c.f. below) are definable on these 
degrees.20

In the moment it is just a conjecture, and I will not further discuss (P1).

As a first point about (P2), note that, given the knowledge of I, the process of deciding that 
AB is true, can be broken down into elementary decisions about A and B separately:

(i) Decide that A is true. 	 (A|I)
(ii) Decide that B is true. 	 (B|I)

In each step I indicate (in the brackets) the plausibility corresponding to that step. These 
two decisions completely determine our decision about AB. More formally:

A∨B|I = AI (A|I, B|I),

which is our (P2). Of course, if the plausibility in any of the two steps is increased then the 
combined plausibility of AB is increased, which is our (P3).

As for (P4), note that, given the knowledge of I, the process of deciding that AB is true can 
be broken into elementary decisions about A and B separately, in the following way:

(i) Decide that B is true. 					     (B|I)
(ii) Having accepted B as true, decide that A is true. 		  (A|BI)

Equivalently
(i’) Decide that A is true. 					     (A|I)
(ii’) Having accepted A as true, decide that B is true. 		  (B|AI)

Regarding the first procedure, in order for AB to be true it is necessary that B is true. So, BI 
is to be decided. Further, if B is true it is necessary that A is true. So, ABI is to be decided, 
20	 The proof would be on adaptation of Hölder-Cartan proof that every linearly ordered group 
without minimum is embeddable in ℝ, and isomorphic to ℝ if it is Dedekind continuous.
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too. These two decisions completely determine our decision about AB. More formally:

AB|I = KI (B|I, A|BI),

which is our (P4)21. Of course, (P5) is self-evident.

If we define x:=A|II and take into account that j = I|I, I ≡ II and AI ≡ A, given I, then

KI (x,j) = KI (A|II, I|I) = AI|I = A|I = A|II = x.

Similarly,

 KI (j,x) = KI (AI|AI, A|I) = AIA|I = AI|I = A|I = x.

In other words j is a neutral element for KI (for every I).

It is as easy to prove that o is a neutral element for AI (for every I):

AI (o,x) = AI (⊥|I, A|I) = (⊥∨A)|I = A|I = x,

and similarly

AI (x,o) = AI (A|I, ⊥|I) = (A∨⊥)|I = A|I = x.

That AI is associative, is proved in the following way:

AI(AI(x,y),z) = AI(AI(A|I,B|I),C|I) = AI((A∨B|I,C|I) = ((A∨B)∨C)|I = (A∨(B∨C)|I 
= AI (A|I, (B∨C)|I) = AI (A|I, AI (B|I, C|I)) = AI (x, AI (y,z)).

It is even easier to prove that it is commutative, i.e. that:

AI (x,y) = AI (y,x).

Furthermore, KI (is distributive with respect to AI , i.e. for every I and C: 

KI [AC I (x,y),z] = AI [KI (x,z), KI(y,z)].

Namely, (A∨B)C ≡ AC∨BC, hence 

21	 In many discussions of uncertain reasoning (most prominently in AI discussions of 
fuzzy logics) it is quite common to suppose that AB|I = K (A|I, B|I), with various candidates for K , 
although it is evident that no relation of this form is generally valid. (So, the discussions based on 
this assumption are completely futile.) For example, the plausibility of the next person being female 
and the plausibility of the next person being male could be about 50%, although the plausibility of 
the next person being male and female is zero. On the other hand the plausibility of the next person 
being older than 20 years and the plausibility of the next person being younger than 60 years could 
also be about 50%, although, in this case, the plausibility of the next person being older than 20 years 
and younger than 60 years should not be zero.
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(A∨B)C|I = (AC∨BC)|I.

It follows that

KI((A∨B)|CI, C| I) = AI (AC|I, BC|I),

which means that

KI[AC I (A|CI, B|CI),C|I]= AI [KI (A|CI, C|I),KI(B|CI, C|I)].

If we define x:= A|CI, y:= B|CI, and z:= C|I, we finally have

KI [AC I (x,y),z] = AI [KI (x,z), KI(y,z)],

which was to be proved.

If we substitute z = j in the above formula of distributivity we get:

KI [AC I (x,y),j] = AI [KI (x,j), KI(y,j)],

which simplifies to

AC I (x,y) = AI (x,y),

(because j is a neutral element of KI ). We may repeat this while exchanging C and I and get

AC (x,y) = AC I (x,y) = AI (x,y).

The conclusion is that A does not depend on I. (That K does not depend on I, will follow 
from what follows.)

So far we have proved that:

o ≤ A(x,y) ≤ j    o ≤ K(x,y) ≤ j    
A(x,o) = A(o,x) = x
K(x,j) = K(j,x) = x
A(A(x,y),z) = A(x,A(y,z))
K[A(x,y),z] = A[K(x,z), K(y,z)]

(where K could be any KI).

In what follows the binary operation A(x,y) is renamed xy. This operation is defined on 
[o,j], it is continuous, associative, commutative, strictly increasing in both arguments, and 
it has a neutral element o (in algebra usually called zero).

For any number u, such that o < u < j, we have
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o < u < uu < uuu < …

(because  is strictly increasing). Hence, if we define 1 u:= u, 2 u:= uu, 3 u:= uuu, etc. 
We immediately see that mu < nu, whenever m < n.22 Furthermore, if u < v then uu < 
vv, uuu < vvv etc. (because  is strictly increasing). Hence, mu < mv, whenever u<v. 
In other words, the two valued function mu is continuous (because  is continuous) and 
strictly increasing in both arguments (m∈N and u∈[o,j]).

If we fix the first argument, i.e. m, we get the strictly increasing function mu, of one 
argument u. Because of 

j = 
ju

lim
→

u ≤ 
ju

lim
→

mu ≤ j,

it follows that this function maps [o,j] onto [o,j]. And it makes it in 1-1 fashion, because it 
is strictly increasing. Hence, for every u∈[o,j] there is exactly one v∈[o,j] such that mv = 
u. We symbolize this v with 

v:=     .23

Now we are ready to define our function f. For every m/n∈[0,1]

          := m     .

Of course, we have to prove that for every km/kn

It is easy if we note that j/kn = (j/n)/k, (this follows immediately from knz = k(nz), which is 
obvious). Namely, km(j/kn) is equal to

			  (km times),

Which is equal to

				    (m brackets; k times in brackets).

22	 Note that nu is not nu. By underlining n we stress the difference.
23	 Note that u/n is not u/n. By underlining n we stress the difference.
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But then, each bracket is equal to k((j/n)/k), which is j/n. Hence, the whole value is equal 
to m(j/n), which was to be proved. 

Now it is easy to prove some important properties of f. First of all, f is strictly increasing,

m2 > m1 ⇒             >             ,

because  is strictly increasing and j/n > o:

             =                                       (o … o) =             ,

(in the first and the third bracket we have m1 times j/n; in the second and the forth bracket 
we have (m2 – m1) times j/n and o). Furthermore,

                     = m1        m2        = (m1 + m2)    = 

i.e. f is -additive.

So, f is strictly increasing, -additive function defined on rational numbers from [0,1], 
such that f(0) = o and f(1) = j. There is the unique continuous -additive extension of this 
function to the real numbers from [0,1] (remember, we presupposed that A, which means , 
is continuous). This extension, which we continue to denote f, is also -additive:

f(x)  f(y) = f(x+y).

If we substitute u = f(x) and v = f(y) this is equivalent to

uv = f(f -1(u) + f -1(v)).

Let us pause and state what we have proved so far.

There is a continuous and strictly increasing function f, defined on 
[0,1], such that f(0) = o, f(1) = j and

A(u,v) = f(f -1(u) + f -1(v)).

If we substitute this result into distributive law

KI[A(x,y),z] = A[KI(x,z), KI(y,z)]
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(which we proved above), we get:

KI[f (f 
-1(x) + f -1(y)),z] = [f -1(KI(x,z)) + f -1(KI(y,z))].

Further, if we denote f -1(x) by u, and f -1(y) by v, and apply f -1 to both sides of the above 
equations, then

f -1[KI(f (u+v),z)] = f -1[KI(f (u),z)] + f -1[KI(f (v),z)].

We further simplify by defining M(u,z) := f -1[KI(f (u),z)], to get

M(u+v,z) = M(u,z) + M(v,z).

It means that M is additive in the first argument, from which it follows it is linear in the first 
argument (because it is continuous):

M(u,z) = k(z)u.

From the defining equation M(u,z) = f -1[KI(f (u),z)] it follows:

KI((f(u),z) = f(M(u,z)) i.e.

KI(t,z) = f(M(f -1(t),z)) = f(k(z)f -1(t)).

Substituting j for t we get: 

z = KI(j,z) = f(k(z)f -1(j)) = f(k(z)),

from which it immediately follows that k(z) = f -1(z). Hence, (for every I),

KI(t,z) = f(f -1(t) ⋅ f -1(z)).

Let us summarize what we have proved so far.

There is a continuous and strictly increasing function f,
defined on [0,1], such that f(0) = o, f(1) = j and

A(u,v) = f(f -1(u) + f -1(v)).
K(u,v) = f(f -1(u) ⋅ f -1(v))

or equivalently
f -1(A(u,v)) = f -1(u) + f -1(v)
f -1(K(u,v)) = f -1(u) ⋅ f -1(v).

If we substitute concrete plausibilities for u and v we get:

f -1(A(A|I, B|I)) = f -1(A|I) + f -1(B|I)
f -1(K(A|I, B|AI)) = f -1(A|I) ⋅ f -1(B|AI).
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Now we can define probability function pr by pr(A|I):= f -1(A|I) and finally get:

pr(A∨B|I) = pr(A|I) + pr(B|I),

pr(AB|I) = pr(A|I) ⋅ pr(B|AI)

(of course, we presupposed that I  –(AB)).

At the end we should address Halpern counterexample to Cox’s theorem, cf. Halpern 1999. 
The crucial point is that the counterexample presupposes there is only finitely many proba-
bility values. But it is trivially true that for every m/n there is a proposition with probability 
m/n, e.g. “from urn with m white balls and n–m non-white balls a white ball will be drawn”. 
Hence, it is as relevant to probability as any statement about finite structures is to arithme-
tic. You may explore finite structures and finite probability spaces and these are important 
subjects, but they do not provide us with counterexamples to arithmetic or probability. (For 
example, in a finite field of residues modulo 7 there is only finitely many primes but this 
has nothing to do with Euclid’s theorem on infinitude of primes in ordinary arithmetic.)
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Introduction

In his paper “Why is There Anything at 
All?” van Inwagen argues that it is as im-
probable as improbable can be that the 
actual world might have been uninhabited 
by concrete objects (van Inwagen, 1996). 
Even though this argument fails, it fails for 
an interesting reason: an unhealthy tension 
obtains between two of its premises, both 
essential to its soundness, concerning the 
nature of fully specified possible worlds. 
I summarize van Inwagen’s argument, de-
velop the aforementioned objection, and 
then detail a more general objection to the 
project of ascribing probability values to 
possible worlds.

Van Inwagen’s Argument:

Van Inwagen’s argument invokes four 
premises. (99)

(1) There are some beings
(2) If there is more than one possible 
world, there are infinitely many.
(3) There is at most one possible 
world in which there are no beings.
(4) For any two possible worlds, the 
probability of their being actual is 
equal (I
will sometimes call this the “equi-
probability assumption”).
(5) It is “as unlikely as unlikely could 
be” that the world could have had no 
concrete
occupiers.

THE PROBABILITY OF THE POSSIBLE

ABSTRACT
____________________________________________

In “Why is There Anything at All?” Peter van Inwa-
gen argues that even though it was never necessary that 
concrete beings existed, it was always maximally prob-
able – just short of necessity – that they did (van Inwa-
gen, 1996). I argue that van Inwagen’s argument fails, 
albeit for an interesting reason which has remained so 
far unnoticed in the literature: there is a critical ten-
sion between two of its premises, both essential to its 
soundness, concerning the nature of comprehensively 
specified possible worlds. I summarize van Inwagen’s 
argument, develop this objection, and then describe 
more problems which invariably accrue when we try to 
ascribe probability values to possible worlds.

Keywords: existence, possible worlds, probability, van 
Inwagen, Hawking

EuJAP | Vol. 10 | No. 1 | 2014
UDK 165.1/.2

519.2
1 Van Inwagen, P.

53-05 Hawking, S. W.
 

RON WILBURN
University of Nevada

44



Herein, I treat premises (1) and (2) as unproblematic and deal with them only in passing.
My critical scrutiny is reserved for (3) and (4). This scrutiny proceeds in two stages. First,
I explicate these premises’ meanings and motivations. Second, I explore a joint weakness
that arises from an essential tension between them. Brief moralizing then follows.

First, let’s consider the two unproblematic premises. Premise (1), the assumption that there
are some beings, is certainly “a safe enough assumption,” based on empirical observation:
we know that the actual world is occupied because we can see that we and other items 
occupy it. (100) Premise (2), the claim that if more than one possible world exists, then 
infinitely many do, results from our ability to articulate an infinite number of alternative 
descriptions of reality, each corresponding to a distinct way that things might be. Van In-
wagon writes that it would be “bizarre” to suppose that properties which vary in magnitude 
or across an indefinite range of dimensions define only a limited number of worlds. He 
writes, “if there is more than one possible world, then things can vary; and it seems bizarre 
to suppose, given the kinds of properties had by the things we observe, properties that seem 
to imply a myriad of dimensions along which these things could vary continuously, that 
there might be just two or just 17 or just 510 worlds.” (56) The shape of my coffee cup, for 
instance, could presumably vary in an infinite number of ways, and each of these different 
ways would a difference-making feature of a distinct possible world.

As for the second two, much more problematic, premises, let’s first consider (3), i.e., the 
assumption that there is at most one possible world in which there are no beings. This 
premise emerges from van Inwagen’s contention that any two unoccupied worlds are iden-
tical, since all worlds share exactly the same abstract occupiers. Van Inwagen makes this 
assumption because he takes abstract objects (“numbers, pure sets, ‘purely qualitative’ 
properties and relations, possibilities, possible worlds themselves”) to be common to all 
possible worlds, and thus not effective difference-makers between them. Moreover, he 
takes the actual concerns expressed by “why anything exists” queries to regard concrete, 
rather than abstract, occupiers of reality. Philosophers worry, he tells us, that there might 
have been “no physical things, no stuffs, no events, no space, no time, no Cartesian egos, 
no God [and presumably no fields, forces and the like], etc.” It is this possibility, not one in 
which, say, the number 2 doesn’t exist, that fuels our anxieties about existential contingen-
cy.1  It is from this assumption that van Inwagen concludes that there can be but one empty 
possible world. For if there is only one way in which a world can be empty (by containing 
no concrete items), and being empty identifies a world as the world that it is, then no two 
empty worlds can be distinct.

Premise (4), the claim that the probability of any two worlds’ obtaining must be equal, 

1	 Even though van Inwagen does not claim that this taxonomy of concrete occupiers is com-
prehensive, it appears to be so. Indeed, it seems redundant. To the extent that we view physical ob-
jects relativistically, as extended series of events, or worldbraids, and the properties of space/time as 
determined by relational configurations of such items, “objects, space, time and stuffs” fail to exist 
independently of events. The alleged existence of abstract objects in all possible worlds can perhaps 
best be understood by reference to their contrast with physical objects in this respect. Abstract objects 
exist outside of spacetime in the sense that they are existentially independent of the worldbraid mate-
rial occupiers of spacetime. Thus, their existence cannot vary across possible worlds as a function of 
differences in these worlds’ physical (event) occupiers.

Ron Wilburn | The Probability of the Possible

45



is the contention that van Inwagen spends the greatest time and effort defending. It is, he 
concedes, “the one that people are going to want to dispute” (101). Thus, van Inwagen’s 
defense of (4) is considerably more complicated than those of (1) – (3), requiring more 
in the way of both setup and explication. By way of setup, he asks us to imagine some 
system of objects and associated abstract states. which the s is either in or not.  These 
states, he suggests, behave logically very much like propositions, allowing us to treat pos-
sible worlds as state sets, the component states of which constitute the various details of 
the world in question. Van Inwagen asks us to think of possible worlds as sets of “fully 
consistent and maximal” possible states of affairs which, as a function of their maximality, 
remain “isolated” beyond the reach of “pre-cosmic selection machines.” Let’s pause briefly  
to explicate clarify these locutions.

To do this, let’s simplify things, paraphrasing to eliminate technical formulation whenever 
doing so doesn’t distort van Inwagen’s fundamental intent. A worlds is “maximal,” on 
his telling, if it consists of fully specified state sets, where said specification guarantees 
that any given possible state of affairs either obtains in that world or doesn’t. A world is 
“consistent” if it does not include states which stand in logical tension with each other; 
if it involves no states which both do and do not obtain. A world is isolated “if no facts 
about objects external to it could influence it.” Finally, a “pre-cosmic selection machine” 
(henceforth, “selector mechanism”) is a principle which operates from outside all possible 
worlds, and functions to determine the likelihood of any given world’s obtaining over its 
alternatives.   2 Talk of machines here is ambiguous. On one hand, these items might be 
construed as statistical laws, just as Turing machines are best construed as abstract pro-
grams. On the other hand, they might be construed as concrete machinery which functions 
to express or enforce such laws, just as (finite approximations of) Turing machines might 
be construed as desktop computers. For our purposes here, it seems best to understand se-
lector mechanism in the former terms, since translation into the latter terms is always avail-
able (e.g., talk of a law which dictates that the best of all possible worlds must be actual 
can always be paraphrased, if one chooses, into talk about Leibniz’ omnibenevolent God). 

With these locutions in hand, the rationale behind premise (4) becomes clear. Because pos-
sible worlds are maximal, i.e., completely inclusive with respect to all possible yfacts, each 
is an isolated system in the sense that there are no unspecified details about it yet to be de-
termined by other states that do not already partially constitute it.3 In particular, no selector 
2	 Van Inwagen’s choice of locution (“pre-cosmic”) is, of course, particularly puzzling when 
we ask what the tense designation (if that’s what it’s supposed to be) is intended to tell us, given that 
possible worlds encompass entire world histories.
3	 Note that in announcing my decision to treat premise (2) as unproblematic I am not com-
mitting myself to the claim that it is unproblematic. Jack Macintosh has pointed out a potential 
problem from which it suffers that we are only now in a position to articulate. As we have seen, van 
Inwagen argues for an infinitely large class of possible worlds by noting the multitude of descriptions 
that we can generate by imagining quantitative variations of various magnitudes across an indefinite 
range of dimensions (again, the shape of my coffee cup could seemingly vary in an infinite number 
of ways, and each of these different ways seemingly defines a distinct possible world.) Such a class 
is not merely infinite. It is non-denumerably infinite: it is uncountable because additional members, 
generated by the same imaginative procedure, always wait in the wings to be included within it. But 
mightn’t this fact suggest that possible worlds cannot be “maximal” in the way that van Inwagen 
takes them to be? For if an infinity of possible worlds is demonstrable through a procedure which 
shows them to be non-denumerably infinite, then mightn’t the specification of each such world re-
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mechanisms exercise such determining influence. This is because selector mechanisms, if 
there are such, exist (by stipulation) only externally to particular worlds, even though such 
externality is rendered impossible by the maximality which van Inwagen supposes these 
worlds to have. For any given state, the maximality of each possible world guarantees that 
this world either is or isn’t in that state. Because possible worlds are inclusive of all the 
ways the world might be, there is no neutral logical space between them from which selec-
tor mechanisms might operate. 

Van Inwagen makes one final inference before announcing his main conclusion. “For any 
system of objects with maximal states,” he writes, the maximal states of the system should 
be regarded as equally probable, provided that the system is isolated” (104). Van Inwagen’s 
intended reason for this is also clear: if there can be nothing external to maximal possible 
worlds which might privilege some of them over others, we should treat them all as having 
an equal probability of obtaining. “If a system is isolated,” van Inwagen tells us, “then any 
two of its maximal states are of equal probability. But then we have an argument for the 
conclusion that any two possible worlds are of equal probability: ‘Reality’ is an isolated 
system, and possible worlds are maximal states of Reality” (105-6).4 

As an aside, I doubt that this defense of the equiprobability assumption is cogent. On the 
face of it, it is difficult to see why different possible worlds are equally probable simply by
virtue of their mutual isolation. For, doesn’t such equiprobability also require the operation
of a selector mechanism able to dictate that isolation ensures equiprobability? Van Inwagen
assumes here that equiprobability is a natural default state for mutually isolated possible 
worlds. However it is hard to see why this should be the case. The default state could be 
one in which, say, our own actual world enjoys probabilistic advantage; to assume that it 
doesn’t requires us to assume that some selector mechanism be operative. 

However, let’s ignore this complication. For, as noted at the outset, my concern in this paper 
is not to argue against any of van Inwagen’s premises considered in isolation; it is rather to 
argue for the existence of a critical tension between them.

From his claim that isolation ensures equiprobabity, here van Inwagen proceeds to his 
quire us to specify, across a non-denumerable set of state description sentences, whether or not those 
sentences are true?

Is this a problem for van Inwagen? I am not quite sure. For the mere fact that a non-denumerable set 
of potential descriptions exist, each picking out a unique possible world, does not in itself imply that 
we can only specify the character of each such world by assigning truth-values across non-denumer-
able sets of state description sentences. On the face of it, we would seem to be able to conclude from 
the fact that the base of my cup might be round or square or oval or slightly differently oval, etc., that 
a non-denumerably infinite number of worlds exists without concluding anything at all concerning 
the number of assertions that we must make in order to specify the character of each of these particu-
lar worlds. Perhaps this issue is only decided when we take a position on the existence of negative 
properties (see footnote (6)). This would tell us whether or not we could specify the conditions defin-
ing a world as those in which, e.g., the base of my cup is round as opposed to those in which the base 
of my cup is round, and not square, and not oval, etc.
4	 Premise (1), which maintains that some beings exist, functions in the background of this ar-
gument, but in a quiet way. Van Inwagen’s is concerned to make it clear from the outset that occupied 
worlds are possible. This is a reasonable precondition that must be satisfied for the other premises of 
the argument to do any effective work.

Ron Wilburn | The Probability of the Possible

47



major conclusion. Because possible worlds are infinite in number (premise 2) and all are 
equally probable (premise 4) and only one of them is devoid of beings (premise 3), the 
world in which there is nothing gets swamped by the worlds in which there is something. 
There is only one empty possible world to be actualized; however there are an infinite num-
ber of equally probable occupied alternatives. Thus, while it is not impossible that nothing 
exists, it is as improbable as improbable can be.5

Problems

Van Inwagen’s argument has been the object of criticism before, generally by way of ob-
jection to either of premises (3) or (4).  Again, however, my strategy here is somewhat 
different. It exploits a crucial tension that arises between (3) and (4). These two premises, 
I maintain, are in conflict because they are motivated by contradictory intuitions regarding 
the nature of “maximal” possible worlds.

Remember again the rationale behind (4), i.e., the claim that all possible worlds are equi-
probable. Because each possible world is maximal, there are no unspecified details about it 
that might be determined by other states that do not already help constitute it. This is what 
makes it isolated, i.e., beyond the influence of any conceivable selector mechanisms able 
to render some worlds more or less (or equally) probable than others. In contrast with this, 
however, the rationale behind (3), i.e., the claim that there is at most one empty possible 
world, is that all that matters to making a world the world that it is are its concrete occupi-
ers. Thus, it is only through the differential existence of such concrete items that differ-
ences can accrue between worlds. But possible worlds, so conceived (by (3)), are surely not 
maximal in the sense required by (4). This is because premise (4)’s conception of maximal-
ity is one on which the distinguishing role, not merely of concreta, but of laws, including 
those very general laws defining selector mechanisms,” must be taken into account.

To see why this is the case, let’s think more closely about selector mechanisms. If they 
existed, what would they be like? We have construed them as very general statistical laws 
rendering some worlds more or less (or equally) probable than others. What might ex-
amples of such laws look like? One candidate van Inwagen considers is a variation of 
Leibniz’ simplicity imperative: simpler worlds are more likely than complicated ones. 
Now, of interest to us here is the fact that in neither Leibniz’ nor van Inwagen’s hands is 
the criteria of such simplicity merely ontological; it is nomological also. In Leibniz’ case, 

5	 Manson, Neil A., 2011, “No Chance for Nothing,” American Philosophical Association 
Pacific Division Conference, San Diego, CA. Manson poses a significant challenge to van Inwagen’s 
argument by objecting to premise (4) on the grounds that it violates countable additivity, the principle 
dictating that the collective probabilities of each individual world’s obtaining must equal the overall 
probability of some or another of these worlds obtaining. This is a compelling criticism, but not one 
that I will pursue here. The problem he highlights is simply this. Since these worlds exhaust all the 
ways that reality could be, the overall probability that one or another of them obtains must be 1. But 
this poses a dilemma once we note that the sum that we get when we add together the probability 
values of each individual world’s obtaining is either less or more than 1. We cannot ascribe probabili-
ties in such circumstances without giving up the idea that various possibilities sum together to make 
up 100 percent of the original probability space. Thus, we cannot ascribe probabilities across infinite 
ranges of possible worlds.
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it is arguable that the pertinent criterion of “simplicity” is primarily nomological: there is 
little significant respect in which the self-probabilifying simplicity of a world consists in 
its containing fewer constitutive items or fewer types of items than its modal  alternatives. 
Rather, Leibniz’ best of all possible worlds is that which is “richest in phenomena,” but 
“simplest in hypotheses,” where these hypotheses are best understood as articulating the 
law-like regularities governing phenomena (Leibniz, 1992, sec. VI).

In van Inwagen’s hands, the simplicity imperative assumes a different form. One world is 
simpler than another, he suggests, if it is fully specifiable by a more minimal description, 
if we need say less about it in the course of fully specifying its nature (106).6  But here we 
also have a criterion of simplicity before us which is primarily nomological in character, 
since it must surely register the number of assumptions generally which a theory makes 
about the world, not merely the number of assumptions it makes concerning the number 
(or kinds) of entities which that theory posits. One theory of the world is not made simpler 
than another merely by virtue of positing fewer items, it is also made simpler by being 
regulated by fewer laws governing these items’ interaction. Theoretical scope is of value 
largely for its capacity to simplify various domains of phenomena by unifying them under 
single, shared explanatory rubrics.
 
Now, it seems a safe bet that what applies to simplicity in this regard applies to candidate 
“selector mechanisms” generally. Simplicity stands in close relation to various other vir-

6	 It is worth noting that there may be problems with the very idea that the simplicity of pos-
sible worlds can be read off their alleged capturability by or concise descriptions. Van Inwagen’s 
suggestion, once again, is that the simpler worlds are those about which we need say the least in the 
course of specifying their natures. But what must we presuppose for such a criterion to work? One 
thing we must presuppose is that we can objectively distinguish between featureless and cluttered 
regions of the universe. We must presuppose that in specifying the character of a worldly region, we 
can identify the default state which must obtain in order for that region to count as uncluttered. But 
why should we assume this? The intuition that motivates the assumption is certainly clear: worlds 
without concreta are simpler than worlds with concreta by virtue of being less cluttered. But, once 
again, suppose we approach things relativistically and view physical objects as ordered event sets or 
worldbraids, the relational configurations between which determine the properties of spacetime it-
self. On such an account, all of the concreta that van Inwagen posits, “objects, space, time and stuffs” 
are real, but dependent upon events. Such an account might even offer advantages to van Inwagen’s 
account for its ability to clearly contrast abstracta with concreta, at least in the actual world: abstract 
objects are those items which exist outside of spacetime in the sense that they are existentially inde-
pendent of the worldbraid material occupiers of spacetime.

If we construe our ontology in these terms, however, it becomes less clear that the worlds van In-
wagen describes as ontologically Spartan admit of simpler description than the worlds he regards 
as (relatively) more cluttered. For a natural way to characterize fundamental reality on the model 
envisioned above is to attribute property exemplifications to either individual space/time points or to 
regions of space/time. To specify reality, on such a telling, is to describe for each space-time point 
or region the properties occurrent within it, so that concreta are construable as regions of space-time 
in which objects’ essential and contingent properties are exemplified. But then the question arises as 
to whether or not negative properties exist. If they do, then our description of a space-time region in 
which a basketball exists (e.g., a region in which properties P, Q and R are exemplified) can be no less 
simple than our description of a region in which one does not exist (i.e., a region in which ~P, ~Q and 
~R are exemplified). The issue of whether or not negative properties exist has much to do with the 
question of whether or not they have causal powers, which itself has much to do with the analysis of 
causation one decides to accept (on counterfactual theories, for instance, it is arguable that negative 
properties do have causal powers). But this is an issue beyond the scope of the present paper. Nick 
Zangwill offers a nice primer on these issues (Zangwill, 2011).
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tues which we typically prize in theories. Comprehensiveness (construed as a measure of 
the number of phenomena explained and predicted) and scope (construed as a measure of 
the number of types of phenomena explained and predicted) both appeal, in part, to deeper 
simplicity considerations: the idea in the case of each is to unify diverse happenings under 
as few encompassing explanatory rubrics as possible. Thus, it is no accident that simplicity 
has generally been the historical poster boy for selector mechanisms, whether the question 
at issue has been that of determining which possible worlds are most likely, or that of de-
termining which of competing empirically equivalent theories or models of nature are true 
or provide the “best” available overall explanation of things.7

To return to the issue of the tension between van Inwagen’s premises (3) and (4), the 
significance of the above observations is that a world’s simplicity (and thus any other 
candidate probabilifying feature) is most plausibly construed as a function of both its onto-
logical and nomological attributes. Thus, to individuate worlds in terms of such probabili-
fying features, we must invoke criteria for distinguishing between worlds that mention, not 
merely the concreta constituting these worlds, but also the laws that govern these concreta. 
Moreover, premise (4) presupposes that the pertinent individuating laws in operation here 
include also those very general laws which constitute the pertinent selector mechanisms 
(so that the features individuating a world as the world it is must include, e.g., not only that 
world’s simplicity, but also the selector mechanism which dictates that simpler worlds are 
more likely to exist than complicated ones). This is required by the maximality feature that 
van Inwagen finds it necessary to attribute to possible worlds in order to isolate them from 
the influence of any external selector mechanisms which might disturb their equiprobabil-
ity with respect to each other. 

We now have our essential tension between premise (4), which requires that we individuate 
worlds in terms of concreta and laws – including those laws which are the selector mecha-
nisms, as required by the maximality condition – with premise (3), which requires that 
worlds are individuated only by their constitutive concreta, since empty worlds are identi-
cal only if this is the case. Without the former individuation criteria, we cannot guarantee 
the equiprobability of possible worlds. Without the latter individuation criteria, we cannot 
infer that there is but one empty possible world. We must instead conclude that there are 
infinitely many empty possible worlds, each distinguished from the others by its regulative 
laws.

Now, to say this we must make sense of the idea that worlds could remain distinct by virtue 
of being regulated by distinct natural laws rather than by being inhabited by distinct con-
crete denizens. To this end, we must presuppose certain features regarding natural laws. In 
particular, we must eschew Humean (or “systems” or “regularity”) accounts on which laws 
of nature merely articulate uniformities in nature (e.g., actions are followed by equal and 
opposite reactions, the speed of light is c), and thus supervene on items in the world (Mill 
1947; Lewis 1983, 1994). Instead, we must adopt some or other necessitarian account on 
which natural laws actually govern these constancies, effectively making them transpire. 

7	 A notable example of this is to be found in Vogel (1990, 658-666). Here Vogel uses a cri-
terion of explanatory comprehensiveness to argue that common skeptical hypotheses must always be 
worse explanations of experience than our everyday theory of prosaic physical reality.
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Note, however, that having committed to a necessitarian view of this sort, we need not 
commit to any particular necessaritarian view. We may need to suppose that natural laws 
are describable as counterfactual relations between natural items, but we need not identify 
these relations as obtaining between objects and their properties, or between events, or 
between property exemplifications.8

Fortunately, I think that a necessitarian construal of natural laws is justified. John Carroll 
assembles a number of thought experiments which speak decisively in favor of such non- 
Humean accounts of law. (Carroll 2011) For instance, it seems perfectly reasonable to sup-
pose that laws govern the ways in which particles would interact even in worlds in which 
they don’t interact due to merely contingent circumstances which keep said interactions 
from ever occurring (Tooley 1977, 669). Similarly, consider a universe in which a single 
concrete object moves through otherwise empty space at a constant velocity of one meter/
second. Carroll observes that there would seem to be a fact of the matter as to whether or 
not object velocity in this world is a constant or a non-constant feature of bodies. We can 
intelligibly pose the question  of whether or not this velocity would change, for example, 
if the object were to collide with other inertial items (at least on an absolute conception of 
space)? The point is that no unique set of laws supervenes on the original imagined world, 
despite the fact that there still seems to be a fact of the matter as to what would happen if its 
circumstances were to vary. Humeanism looks to be false because the laws of a world are 
not uniquely determined by that world’s total physical state. In particular, it is not uniquely 
determined by its number and kinds of concrete occupiers.

There may be other seeming complications for the account of possible world individuation 
described above, on which nomology floats free of ontology. But I suspect that in these 
cases also the problems at issue turn out to be either merely apparent or else easily ad-
dressed. For instance, we might worry that things get messy when we adopt a necessitarian 
view that calls for counterfactual analyses of laws, given that such counterfactual analysis 
invariably invokes modal alternatives which are likely to cross-entangle possible worlds 
from the outset in unwelcome and unforeseen ways. But this worry strikes to me illusory. 
For one thing, it gives us no reason to suspect that such entanglement, even if it did occur, 
would force us to describe possible worlds in terms of van Inwagen-style selector mecha-
nisms. For another thing, it is at least arguable that any counterfactual assertions we might 
use to specify natural laws are reducible to claims referring only to the categorical bases 
which render these counterfactual assertions true, leading us to talk about causal propensi-
ties of substances and events. This point holds, I suspect, for most if not all modal claims. 
For instance, if it is an a posteriori necessary truth that water is H20, then the modal fact 
that worlds containing H20 must contain water is best fleshed out by reference to intrinsic 
and categorical features of water. 

In short, I think it a safe assumption that the conflict between the individuation criteria for 

8	 We might be obliged to eschew accounts, however, on which natural laws relate abstract 
universals like properties (Armstrong 1978, 1983; Dretske 1977, Tooley 1977, 1987). Once again, 
this is because both properties and relations, on van Ingwagen’s account, exist (qua abstracta) across 
all possible worlds, including whatever relation of non-logical necessitation might serve to associate 
any two properties related in a law-like fashion.
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possible worlds required by (3) and (4), respectively, keep van Inwagen’s final conclusion 
from going through. He cannot depict a single empty possible world as being swamped by 
an infinite number of inhabited alternatives and claim in consequence that it is as unlikely 
as unlikely can be that there could have been nothing at all. This would be an arbitrary 
inference, no less than would be an inference to the conclusion that the probability that the 
world is empty is 1/2 and the probability that it is not empty is 1/2. 
 
Conclusions and Morals

I have argued both that premises (3) and (4) are in conflict. I take this point to be impor-
tant to the end of critiquing van Inwagen’s argument. I have also argued against premise 
(3): on certain appealing accounts of natural law, van Inwagen can be seen as simply 
miscounting the number of empty worlds. Beyond these points, however, it is important 
to note that premise (4) is also questionable, and not merely because van Inwagen settles 
on the particular distribution of probabilities over possible worlds that he does. Rather, 
the problem is that invoking objective probability in our dealings with possible worlds is 
always a mistake. This is because such invocation can be nothing more than a veiled invo-
cation of subjective (or epistemic or conditional) probability instead. The conclusion van 
Inwagen aims to derive concerns the way that the cosmos (as we may call the collection 
of all possible worlds) is. But this can hardly be done using the notion of conditional prob-
ability that he is working with. For irrespective of whether he construes possible worlds 
as collections of concreta (as suggested by premise (3)) or as collections of concreta and 
governing laws (as suggested by premise (4)), he can never be in a position to avow the 
equiprobability of possible worlds as anything more than a methodological principle of in-
ference. What his reflections tell him is only that he has no a priori reason to privilege the 
probability of one possible world over that of another. Thus, the judgment that all worlds 
are equiprobable can reflect little more than a decision on his part. It can reflect nothing 
more than a procedurally dictated ascription of initial probabilities. This ascription may 
correctly reflect facts about human ignorance. But it does not reflect (for all we know) the 
way of the cosmos. This is seemingly the case for any interpretation of probability which 
is both plausible and potentially applicable to possible worlds.9 10 11 12 

9	 Classical interpretations are of no help here, as they would presumably presuppose that the 
probability of any given possible world’s obtaining to be 1/infinity, precisely the kind of procedural 
assignment of values which, I have suggested, we have no reason to suppose gets at the metaphysi-
cal truth of the matter. Frequency interpretations look to be, at best, marginally applicable in this 
context, since the obtaining of a possible world isn’t part of a sequence of events within which the 
relative frequency of that world’s obtaining can be estimated (not that such a relative frequency 
could be determined in any case). Finally, Carnapian logical interpretations, on which syntactic fea-
tures of premises generate degrees of confirmation for conclusions are, I take it, no longer regarded 
as plausible (Carnap 1950). Given the problem I have highlighted, i.e., the fact that the maximality 
of van Inwagen’s possible worlds would seem to require that they include relevant selector mecha-
nism, the interpretation of probability which would seem to be best fitted to entire possible worlds 
is some or other variant of Popper’s, on which the probability of a world would be regarded as an 
objective feature of that world, i.e., intrinsic features of it which probabilify its obtaining (Popper 
1959). But again, such accounts are not without their problems, and it is hard to see how we could 
know that such features obtain.
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10	 Neil Manson has argued that assumptions like van Inwagen’s equiprobability premise (4) 
are philosophically tempting because the profession is presently so enamoured of Bayesian reason-
ing, perhaps because such reasoning seems to promise to make epistemology so very easy. (Manson 
2011) I concur with this diagnosis.This beguilement has led to an extension of Bayesian aspiration 
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tial probability assessments on the basis of incoming data. But when we are endeavouring to assess 
the probability of entire worlds, no such incoming data is forthcoming. Because no incoming data 
speaks in favour of the probability of the actual world vis-a-vis its alternatives, nothing we observe 
in the actual world could ever tell us anything of relevance more than what we originally knew (or 
didn’t know) concerning the probability that this or any other particular world should have obtained. 
For this reason, the original assumption of possible world equiprobability can never get revised. 
Bayesianism interprets probability as a measure of perceived epistemic position, rather than as the 
objective frequency or a propensity that a given phenomenon might have to obtain.

Thus, for all we can ever know (intrinsic or extrinsic) selector mechanisms might very well operate 
to privilege some possible worlds over others; there might indeed be core elements of a single, or 
else common to a class of, metaphysically possible worlds that distinguish them from merely logi-
cally possible ones. Because we never have access to a broad enough background of statistical law to 
which we might appeal, it is impossible to make judgments concerning the objective or metaphysical 
probabilities of entire worlds in order to revise the equiprobability assumption we may have origi-
nally made in order to get a leg up on Bayesian reasoning. Objective judgments of probability must 
always be, to quote Derik Parfit, “grounded on facts about the world, so that such judgments cannot 
be applied either to how the whole of reality might be, or to how reality might be explained.”
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11	 The sort of story I’ve told above (in footnote 10) is also illuminating in certain epistemo-
logical contexts. In particular, it helps to explain the Cartesian skeptic’s conception of knowledge as 
epistemic certainty. This conception should not be viewed as the result of some unmotivated and irra-
tional decision to impose arbitrarily high standards upon our ordinary epistemic practice. Rather, it is 
better viewed as a result of the skeptic’s attempts to talk about justification even when the generality 
of his inquiry robs the notion of degrees of justification of any possible purchase. Comprehensive 
skeptical scenarios are like maximal possible worlds. They jointly exhaust the whole of logical space, 
leaving no presuppositional material through the use of which one might judge common sense real-
ism to be more likely than its various skeptical alternative scenarios. Thus, for the skeptic knowledge 
would have to be certainty to be anything at all. The range of epistemic states intermediate between 
absolute certainty and abject ignorance collapses like a broken accordion.

12	 Baysean issues aside, the problems we encounter whenever we endeavour to determine 
the relative probabilities of alternatives ways the world might have been are nicely illustrated by a 
recent and celebrated examples. Without pretending to understand the cutting-edge physics (Thank 
God), and looking instead merely at certain formal features of the proposal, we can see in Stephen 
Hawking’s recent popular packaging of his “Grand Design” argument an attempt to identify intrinsic 
self-probabilifying characteristics of the actual world (Hawking and Mlodinow 2010). For his is an 
account on which the internal features of M-theory (which he alternately treats as a truly unified 
field theory and as a mere collocation of disparate accounts which collectively explain the whole of 
nature) breathe life into its own equations in a way that brings our universe into existence. Hawking’s 
fundamental assumption is that the total (positive and negative) energy of the universe must remain 
constant. Thus, “on the scale of the entire universe the positive energy of matter can be balanced by 
negative gravitational energy,” so that transformations from the latter to the former can create mass 
from the background energy vacuum alone. The fact of gravity is the thing that brings about such 
transformation, on Hawking’s account. “Because there is a law such as gravity, the Universe can and 
will create itself from nothing.” (Kindel edition, no pagination) Moreover, the universe so brought 
about must be replete with the fundamental laws and physical constants that characterize our own 
world. This allegedly follows from the requirement of supersymmetry, the counteractive balance 
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between force-making and matter-making particles, and the accompanying fact that M-theory is “the 
most general supersymmetric theory of gravity” and thus “the only candidate for a complete theory 
of the universe.”

For our purposes, what is intriguing about Hawking’s description is, again, not the details, but his 
summary claim that the genuine miracle in all of this “is that abstract considerations of logic lead to a 
unique theory that predicts and describes a vast universe full of the amazing variety we see” (Kindel 
edition, no pagination). For surely the assumption of supersymmetry is not a matter of abstract logic. 
Nor can M-theory be unproblematically identified as uniquely consistent in any interesting way. John 
Horgan has noted that M-theory is but one iteration of string theory, which has enjoyed two decades 
of popularity less for the its actual merits than for lack of decent alternatives (and possibly because 
of the near-religious enthusiasm of its adherents). Whatever the merits of the approach, no one is in 
a position to proclaim its logically inevitability. More interestingly, it has also been noted that M-
theory comes in an almost infinite number of versions, each of which predicts a different universe. 
(Horgan 2010) This result is embraced by Hawking, who proclaims that all of these universes ex-
ist. But to say this is to seriously muddy the original proposition we set out to defend, i.e., that an 
examination of the intrinsic features of some particular world (say, the actual one) might provide us 
grounds for proclaiming its probabilistic privilege relative to its alternatives. What force can there be 
to the claim that intrinsic features of the actual world privilege its existence if a nearly infinite number 
of alternative possible worlds also “exist”?

Unrelatedly, the significance of Hawking’s assertions is additionally muddled by his avowal of “mod-
el-dependent realism.” When he asserts, for instance, “there is no model-independent test of reality 
[and] it follows that a well-constructed model creates a reality of its own,” it becomes less than clear 
even what makes a “final theory of nature” worthy of the designation. It also reminds us that a role yet 
remains for philosophy to urge clarity on the part of scientists. I would be so bold as to suggest that 
Hawking’s own lack of precision in such matters belies his assertion that “philosophy (i.e., metaphys-
ics, philosophy of science) is dead.”
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1. Some  background on semantic un-
specificity

The focus of this paper is the specific kind 
of semantic indeterminacy that afflicts sen-
tences like the following:

(1) It’s raining.
(2) The leaves are green.
(3) Sally reads an Italian book.

The problem with these sentences is that 
their linguistic meaning fails to determine 
a truth-condition for their utterances. For 
instance, the linguistic meaning of (1) is 
just that it is raining at the time of utterance 
(where the temporal information is sup-
posed to be encoded in the present tense), 
but there is no word which stands for a lo-
cational aspect. The semantics of the sen-
tence thus seems to fall short of specifying 
in which conditions an utterance of (1) is 
true. As to (2), it just says that the leaves 
are green, where this is unspecific between 
the leaves being green, for instance, on 
the outer surface or as their natural shade 
(perhaps covered by a red dye). Finally, 
(3) simply states that Sally reads an Italian 
book, but in what sense the book is Italian 
remains unspecified. Is it written in Ital-
ian? Has it been printed in Italy? And so 
on. Theorists regard sentences (1)-(3) as 
having a meaning which is “too poor” to 
specify a content for their utterances. Fol-
lowing Sainsbury (2002), I use the term se-
mantic unspecificity to refer to this kind of 
phenomenon, which falls under the head-
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In this paper, I address the idea that certain sentences 
(“It’s raining”, “The leaves are green”, “Sally reads an 
Italian book”) suffer from what is generally called se-
mantic unspecificity: their meaning is determinate, but 
their truth conditions are not. While there tends to be 
agreement on the idea that semantic unspecificity dif-
fers from phenomena such as ambiguity and vagueness, 
some theorists have defended an account which traces 
it to indexicality, broadly construed. Some authors have 
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and indexicality and, in this paper, I pursue the same 
cause, but with a critical stance towards previously 
employed strategies. I urge that the central argument 
employed by Sainsbury to trace this difference fails 
suitably to set unspecificity apart from indexicality and 
I propose a new argument, which helps to trace this 
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truth conditions of utterances of the resulting, complex 
expressions are thereby affected. 
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ing of the broader phenomenon of semantic under-determinacy (cf. Carston 2002). 

Unspecificity seems to be a peculiar phenomenon, quite different from other kinds of se-
mantic indeterminacy. Firstly, there seems to be a difference between unspecific and am-
biguous terms. Let us focus on the ambiguity that arises from polysemy: polysemous words 
such as “newspaper” consist in single lexical entries to which the dictionary assigns more 
than one meaning. Moreover, although the number of meanings can increase or decrease 
in time, it is generally definite and the meanings themselves are clearly identifiable (for 
instance, “newspaper publishing company”, “newspaper editorial committee”, “newspaper 
issue (type)”, “newspaper issue (token)”). The latter conditions may be connected with 
facilitating language acquisition and memory, meaning that a single polysemous word may 
be more difficult to learn and competently apply if its meanings are indefinitely many and 
not clearly identifiable. Now, one could suppose that a word like “green” is polysemous too 
and therefore associated with many meanings: green1, green2, green3,... greenn, according 
to what the speaker means with her use of “green” in different situations. However, since 
there are indefinitely many ways for something to be green and for it to be competently so 
called, this would lead to indefinitely many meanings for the word-type “green” which are 
not clearly identifiable (since we cannot clearly identify all the situations in which some-
thing can competently be called “green”). Thus, the constraint of meanings being definitely 
many and clearly identifiable would be violated. So, prima facie at least, we seem to have 
good reasons for resisting the claim that unspecificity is just polysemy (for further argu-
ments, see Travis 1997 and Bezuidenhout 2002).  

Unspecific expressions also seem to depart from vague expressions, although I believe one 
should concede that “to rain”, “being green”, “being Italian” etc. are also vague. If we as-
sume that a necessary feature of vagueness is the presence of borderline cases, then there 
are certainly borderline cases of application for these expressions, for there are borderline 
cases of raining, of being green and even—arguably—of being Italian. However, the par-
ticular defectiveness that makes these expressions semantically unspecific is not, I argue, 
connected with their being vague. To illustrate, consider an utterance of “It’s raining”, 
which one assesses as not determinately true or false (maybe because drops of water are 
falling from the sky at too large a distance from each other). Now it seems that, in order 
for one to be able to say that the utterance doesn’t have a definite evaluation in the first 
place, one needs to specify the location where the phenomenon is taking place—Paris, 
Venice, London etc. That is, in order to judge the vagueness of the statement “It’s raining” 
one must previously resolve its semantic unspecificity as to the location of the rain. These 
considerations seem to make for the idea that semantic unspecificity doesn’t coincide with 
vagueness, for the former needs to be dealt with “before” the latter is ascribed (for further 
arguments, cf. again Travis 1997, Bezuidenhout 2002). Moreover (and in connection with 
what has just been remarked), theorists often talk about vagueness as a matter of degree: 
for instance, they focus on what degree of hairlessness one must possess in order to count 
as bald; whereas often when theorists talk of unspecificity, they address it as a matter of 
multiple dimensions, each of which allows for degrees: for instance, where does an object 
have to be green in order for it to count as such? Or how does it have to be green? And so 
on.

Delia Belleri | Why Semantic Unspecificity is not Indexicality
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Some authors trace the semantic unspecificity of (1)–(3) to the already familiar phenom-
enon of indexicality broadly construed, i.e. sensitivity of meaning to certain features, or 
parameters, of the context of utterance. Thus, for instance, Stanley (2000) posits a free 
variable in the logical form of (1), which occupies a hidden argument-place for locations 
in the predicate “to rain”. “To rain” thus becomes a dyadic predicate rain(t, l), expressing 
a relation between a time t and a location l. Resolving the semantic unspecificity of “It’s 
raining” means simply filling in a covert, free slot in logical form, according to the location 
which is salient in context. Similarly, Szabò (2001) argues that the word “green” doesn’t 
correspond to the monadic predicate green(x), but to a two-place relation green(c, p), in 
which c stands for a comparison class and p stands for a part in which the object is green. 
This way the predicate, as it occurs in “The leaves are green”, is not unspecific, rather it 
is incomplete due to a failure to fill in the slot dedicated to the part in which the leaves in 
question are green. Once again, resolving semantic unspecificity becomes equivalent to 
resolving an instance of indexicality construed as sensitivity of content to certain features 
or parameters of the context of utterance.1 

Accounts of unspecificity in terms of hidden indexicality encounter more than one dif-
ficulty. The most straightforward is the challenge arising from overgeneration. If the ar-
guments of the proponent of hidden indexicality are correct, then they can plausibly be 
applied to more and more expressions which share the same characteristic features of “to 
rain”, “being ready”, “being Italian”. This means that we may find ourselves with an unex-
pected amount of hidden indexicality in language. Most importantly though, the problem 
is that the hidden indexicality arguments seem to “work too well”, to such an extent that 
we seem to lack a principled way of ruling out that further hidden argument-places may 
be “discovered” (see Cappelen and Lepore 2002, 2005, Hall 2008). There are also some 
methodological worries, pertaining to the data employed by the proponents of hidden in-
dexicality in order to establish their theory. Since these authors aim to make an empirical 
point concerning the syntax of these expressions and yet the data they start from involve 
purely semantic intuitions, this way of proceeding has been indicated as methodologically 
flawed (see Neale 2007, Collins 2007, Pupa and Troseth 2011). 

The objections just summarized are good insofar as they point to some undesirable impli-
cations for the hidden indexicality theory. Yet, they do not directly question the idea that 
unspecificity is indexicality. In this paper, I aim to provide a positive argument to counter 
the contention that unspecificity is really indexicality broadly construed. The most respect-
able way to achieve this result is by pointing at some properties that set unspecific and 
indexical expressions apart by virtue of how these expressions work within language and 
language use. An attempt in this direction is made by Sainsbury (2002), who explicitly 
challenges the hidden indexicality approach to the semantics of (1)–(3), with an argument 
aimed at distinguishing between unspecificity and indexicality. I find Sainsbury’s argument 
flawed, though I sympathize with the point he wishes to make and the position he wishes 

1	 Rothschild and Segal (2009) claim to offer an indexical account alternative to that ad-
vanced by Szabò (though this is dubious: see Clapp (2012)), while Stanley and Szabò (2000) work 
out an account in terms of hidden indexicality of quantifier phrases like “every bottle”. Finally, King 
and Stanley (2005) argue for a methodology that favours hidden indexicality treatments over prag-
matic intrusion strategies, using comparatives (“better than”) and conditionals as case-studies.
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to defend—namely, that there is such a thing as semantic unspecificity, which differs from 
indexicality. What I set out to do in this paper is to counter Sainsbury’s original argument 
and eventually propose a new one, aimed at supporting the same conclusion—namely that 
semantic unspecificity differs from indexicality. The paper is organised as follows: In sec-
tion 2, I will briefly reconstruct Sainsbury’s central argument that semantic unspecificity 
doesn’t coincide with indexicality. In section 3, I will highlight some problematic aspects 
of the argument, which stem from an unclear use of the notion of “comprehension”, which 
ultimately prevents the argument from fully succeeding. In section 4, I will propose a dif-
ferent argument which will help to trace this difference more clearly.

2. The Comprehension Argument for Unspecificity

Sainsbury’s central argument supporting the claim that sentences like (1)-(3) are unspecific 
rather than covertly indexical is essentially based on the idea that we “understand” these 
sentences even if no contextual information is available to us, contrary to the prediction of 
the indexicalist. Consider a sentence like (3) (“Sally reads an Italian book”). Let’s suppose 
that the linguistic expression “Italian book” is covertly indexical. In Sainsbury’s words:

On the covert indexical theory, the logical form of “Italian book” could be 
represented by something like “Italian R book”, where the interpretation of the 
relation variable R is to be supplied by the context. The form “xRy” could be 
interpreted so as to be true of the satisfiers of y which are written in a language 
which satisfied x, or so as to be true of the satisfiers of y manufactured in a 
place which satisfied the noun from which x is formed, and so on. [...C]ontext 
can point to sensible interpretations of R, and can place obstacles in the way of 
accessing interpretations which, in other contexts, would be natural. However, 
unless nothing better can be found, it seems an extraordinary account as applied 
to this kind of case. It implies that you would not have understood an utterance 
like “Let’s read an Italian book together” unless you had identified such an R; 
whereas in fact it seems you do understand even when you are in doubt about R. 
You may go on to ask “Do you mean a book in Italian or a book about Italy?”, 
but this no more shows that you did not understand the first remark than if, in 
response to “Let’s go to the movies” you say “Do you mean let’s go tonight or 
later?”. In both cases, the proposal was fully intelligible but not fully specific. 
(Sainsbury 2002, 197-198, my emphasis)

Sainsbury’s argument could be thus summarized: if “Italian book” were covertly indexical, 
thus having a logical form like “Italian R book”, then the hearer who listened to an utter-
ance of (3) would not understand it unless she had identified the right R. But, Sainsbury 
notes, hearers usually do understand uses of “Italian book” even if they are uncertain of 
what R is. So, expressions like “Italian book” are not indexical: they are just unspecific. 

The comprehension argument introduces a distinction on which Sainsbury puts much stress 
in the subsequent lines. The distinction is between what the sentence may be taken to mean 
(its “reading”), as opposed to “what makes it true”. As he states:
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It seems to me hard to deny (a) that we should distinguish different “readings” 
of a sentence from different ways in which it could be made true and (b) that 
this distinction has not always been scrupulously adhered to. (199)

This separation between “readings” and—let’s say—“truth-conferring aspects” is essential 
to his notion of unspecificity. Unspecific expressions all have determinate, fully intelligible 
readings, i.e. they can be the object of comprehension. At the same time, they suffer from 
a lack of determinacy as to what in the world “makes them true or false”. They are, so to 
speak, determinate in their “internalistic”, psychologically relevant semantic aspects, while 
they are indeterminate as to their “externalistic” world-related semantic properties.

The comprehension argument plays a key role in Sainsbury’s whole strategy. My aim in 
the following section will be to assess the claim that we have “comprehension” of uses of 
linguistic expressions like “Italian book” (but also “The leaves are green”, “Sam cut the 
grass”, “It’s raining”, and so on).

3. Assessing the Comprehension Argument

There are at least two ways of interpreting the word “comprehension” as Sainsbury uses 
it in the previously quoted passage. Firstly, comprehension may be equated with one’s un-
derstanding of the “meaning-in-context” of a sentence, where the meaning-in-context of a 
sentence s results from the linguistic meaning of its non-context-sensitive components plus 
the content that context-sensitive expressions—typically, indexicals and demonstratives—
acquire in the context of utterance. For instance, the meaning-in-context of an utterance 
of “I wear glasses” as uttered by Sally is that Sally wears glasses; the meaning-in-context 
of an utterance of “She is a photographer” as uttered while referring to Amy is that Amy 
is a photographer. The idea of meaning-in-context may be expanded once one accepts 
that sometimes speakers utter a sentence s which semantically expresses a proposition p, 
while meaning a richer (but still relevantly similar) proposition p*. A case in point is, for 
instance, “I’ve had breakfast” (see Recanati 2004): while the sentence expresses the propo-
sition that x has had breakfast at least once in the past, one may want to use this sentence 
to say something more specific (but still related to the sentence’s literal meaning), perhaps 
that one has had breakfast on the morning of the day of utterance. If one accepts that the 
more specific proposition is still an instance of meaning-in-context (and not, to mention an 
alternative, an implicature), then comprehension in the first sense may include understand-
ing of this kind of content as well.

If comprehension is understanding of (broadly construed) meaning-in-context, then it 
seems clear to me that there can be no comprehension in the sort of cases Sainsbury asks 
the reader to consider. Imagine we heard an utterance of “Let’s read an Italian book” and 
were not sure of what relation counts for the book to be Italian. To the extent that the 
hearer has no access to this background information, she is in no position to understand the 
(broadly construed) meaning-in-context of the sentence—perhaps that the speaker and her 
audience should read a book written in Italian. For the comprehension argument to work, 
the notion of comprehension should not be understood as comprehension of meaning-in-
context, whether in a restricted or broad sense of the term.
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The second way in which “comprehension” could be understood is as linguistic compre-
hension, which may be characterised as knowledge of what a sentence means only in virtue 
of one’s linguistic competence. This kind of comprehension is acquired by consulting one’s 
own semantic competence or knowledge, in a context-independent fashion.

If comprehension is equated with linguistic comprehension, it seems clear to me that the 
proponents of hidden indexicals as well can claim that we have linguistic comprehension 
of expressions like “Italian book” in the same way that we have linguistic comprehension 
of words like “I”, “today”, “now”. These expressions do after all have a linguistic mean-
ing, which Kaplan (1989) called “character”: the character of “I” may be captured as “the 
speaker in context”, the character of “today” may be captured as “the day of utterance”, and 
so on. The character of “Italian book” may well be “book which is Italian in a contextually 
relevant way”. If the indexicalist is willing to accept this as the character of “Italian book”, 
then there’s no reason why she should predict, as Sainsbury maintains, that the hearer will 
not understand those words unless she identifies the contextually relevant relation that 
counts for the book to be Italian.

To sum up: either we interpret comprehension as an understanding of meaning-in-context 
broadly construed, in which case there is no comprehension in the cases relevant to Sains-
bury’s argument (since, by assumption, hearers have no access to relevant background 
information); or we interpret comprehension as linguistic comprehension, in which case in-
dexicalists have no reason to predict that there will be no comprehension in the cases cited, 
contrary to what Sainsbury maintains. Either way, the comprehension argument seems to 
have problems. In the first case, the argument fails because the contention that language 
users understand the expressions at issue is false. In the second case, the argument may not 
fail if considered on its own: after all, hearers do seem to have linguistic comprehension of 
expressions like “Italian book”. Yet they do have linguistic comprehension of indexicals 
as well, if we accept that indexicals have a linguistic meaning, or character. So, there is no 
difference between unspecificity and indexicality when it comes to this kind of comprehen-
sion.

4. Indexicality and Unspecificity: an Argument from (Modal) Embeddings

In this section, I would like to propose a way to clearly discriminate between unspecific-
ity and indexicality.2 The distinction I am about to make presupposes a two-dimensional 
semantics (see Kaplan 1989), in which sentences express propositions that are true at a 
context and a circumstance of evaluation. A context is a set of parameters which fix the

2	 The present proposal is in the same spirit as a number of remarks already set forth in the 
literature, mainly purported to show that the hidden indexicality strategy is misguided because al-
leged hidden indexicals fail to bear enough similarities to overt indexicals: for instance, Neale (2007) 
argues that hidden indexicals, unlike overt ones, express no perspective (for example, as to spatial 
and temporal distance, subjective or objective stance etc.); Cappelen and Lepore (2002) contend that 
hidden indexicals fail to enter in anaphoric relations and fail to give rise to a priori truths; Recanati 
(2010) notes that purported hidden indexicals have indefinite readings (e.g. the supposed hidden in-
dexical in “It’s raining” can receive an indefinite reading as in “It’s raining somewhere”) while overt 
indexicals trigger no such readings.
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 semantic value of context-sensitive expressions like “I”, “here”, “now”, “she”, “this”. A 
circumstance of evaluation is a set of coordinates which serve for evaluation: typically, the 
index of the circumstances of evaluation contains possible worlds, but it may also include 
time and location coordinates, as well as coordinates on standards of precision, depending 
on the operators one is willing to admit into the language. In such a framework, a sentence 
s expresses a proposition p which is true at a context c and at a circumstance of evaluation 
i if p is true at ic, i.e. at the circumstance of evaluation of the context (for instance, the pos-
sible world in which the utterance is performed).

The difference I will outline has to do with how the content of indexicals, as opposed to 
that of semantically unspecific expressions, is fixed when these expressions are embedded 
in intensional contexts, and in particular in modal contexts (operators like “It is possible 
that”, “It could be the case that” and so on). 

Let us start with indexicals. A characteristic feature of indexical expressions—especially 
of those described as “pure”—is that once their referent is fixed in a context, it is fixed for 
all circumstances of evaluation. As Kaplan states: 

When what was said in using a pure indexical in a context c is to be evaluated 
with respect to an arbitrary circumstance, the relevant object is always the ref-
erent of the indexical with respect to the context c. (Kaplan 1989, 500)3

It follows that, when an occurrence of “I” is embedded into a modal operator, whose role 
is characteristically that of “shifting” the world of evaluation for the embedded sentence, 
the referent of “I” doesn’t switch as the circumstance of evaluation switches, since it is 
“rigidly” fixed at the context of utterance, as in:

(4) It is possible that I don’t wear glasses.

The sentence expresses a proposition which is true iff there is at least one world wi ac-
cessible from the actual world w@ in which the actual speaker in context, a, doesn’t wear 
glasses. Note that the referent of “I” is fixed, at the context of utterance, in such a way that 
that particular occurrence of “I” refers to a and such referent is fixed for all circumstances 
of evaluation.4 This implies that, once the referent of that occurrence of “I” has been fixed 
in context, for every circumstance at which the embedded sentence may happen to be 
evaluated, one cannot reasonably find it indeterminate whether the expression has a refer-
ence or not—for, one would expect, either a exists in that circumstance (conceived as a 
possible world w), or she doesn’t.5 

3	 See also Maier 2009, who defends the same Kaplanian claim.
4	 With appropriate changes, the point seems to hold even for those theories that oppose 
the Kaplanian account in regarding indexicals as behaving like “monsters”, that is as having their 
reference fixed also in contexts different from the context of utterance (see among others Nunberg 
(1993), Predelli (1998a, b), Schlenker (2003), Santorio (2010), Mount (2008), Parsons (2011), Rab-
ern (2013)). These theorists could say that once the reference of “I” is fixed, in the context of utter-
ance or in any other relevant context, its reference is fixed for all circumstances of evaluation.
5	 With suitable modifications, I take it that this claim could be endorsed even by somebody 
who believes in counterparts. One could substitute “either a exists in that circumstance (conceived 
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To be completely fair, there could be circumstances in which it is not clear whether the 
actual speaker exists or not—maybe her body exists, but her brain has been transplanted 
into somebody else’s skull; or maybe she exists, but she has a double personality and it 
is not clear which personality “I” refers to, and so on. In all these scenarios it would be 
unclear whether the counterfactual individual is identical to the actual speaker, however 
this could not be blamed on an indeterminacy of the referent of that particular occurrence 
of “I” in that particular context, since who the referent is in the context of utterance could 
be taken as clear (at least in ordinary cases); the indeterminacy is due, rather, to the ob-
taining of conditions that render it difficult to tell whether the individual in the imagined 
counterfactual scenario is the same as the individual who is actually doing the speaking. 
So I suggest that, even though indeterminacy could arise concerning the reference of “I”, 
this would not be due to any indeterminacy at the semantic level, but to an indeterminacy 
that concerns a metaphysical question, namely whether a certain individual is identical to 
another individual.

This being said, the feature of “I” illustrated a few paragraphs above suggests the following 
thought: when the content of an indexical is assigned in a certain context c, e.g., when the 
referent of “I” in c is fixed as being identical to a, the content of the expression is fixed with 
respect to all circumstances of evaluation. This means that, once the required contextual 
information has been provided, no residual question need be asked as to what the referent 
of that occurrence of “I” is, for the referent will be identical with a in all worlds in which 
a exists (metaphysical issues aside). 

Unspecific expressions, like “Italian book”, seem to behave differently. Imagine Sally is 
reading a book which is written in English, but since she is bilingual, she could just as eas-
ily read a book which is written in Italian. She therefore utters the sentence:

(5) It is possible that I read an Italian book.

The sentence contains the unspecific expression “Italian book”. With the help of back-
ground information as to what Sally means by “Italian book”—namely, a book written in 
Italian in a normal way—the unspecificity of the expression may be taken to have been re-
solved in the context of utterance: “Italian book” in Sally’s mouth means “book written in 
Italian in a normal way”. After the expression’s unspecificity has been dealt with, we may 
be tempted to say that the utterance expresses the content that there is at least one world wi 
accessible from the actual world w@ in which Sally reads a book which is written in Italian 
in a normal way (and is true iff there is at last one world wi accessible from the actual world 
w@ in which Sally reads a book which is written in Italian in a normal way).

Yet, despite this completion, it is perfectly possible for (5) to be true even if circumstances 
different from the circumstances of the context of utterance obtain. The point deserves to 
be developed in more detail. To see it more clearly, first consider the simple sentence 

as a possible world w), or she doesn’t” with “either a's counterpart exists in that circumstance (con-
ceived as a possible world w), or she doesn’t”. In this paper, though, I will assume a Kripkean take 
on modality.
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(6) I read an Italian book.

Suppose that, in the context of utterance c, “Italian book” is to be understood as “book writ-
ten in Italian in a normal way”, in such a way that the expression’s unspecificity is (presum-
ably sufficiently) resolved in c. An utterance of this sentence may be true in a circumstance 
of evaluation k1, where the speaker reads a book which is written in Italian in the usual 
way—with words and sentences all in their place. However, it seems clear that the same ex-
pression “Italian book” could have been used in a different (counterfactual) context, to mean 
that the book in question is, for instance, written in Italian, but with a Cyrillic script. And in 
yet another (counterfactual) context, the expression “Italian book” could have been used to 
mean that the book in question has been bought in Italy. 

The next step in the argument builds on the latter result and brings intentional operators into 
play, such as “It is possible that”, “It could be the case that”. These operators, as Kaplan 
(1989) and Lewis (1980) conceive them, combine with sentences in order to form more 
complex sentences; their role is to shift the circumstances of evaluation at which the sen-
tence is to be assessed for truth or falsity. 

Once we introduce intensional operators, we see that the way the expression “Italian book” 
is completed in the context of utterance need not affect the truth-conditions of the modal 
sentence. Consider the sentence: 

(5) It is possible that I read an Italian book.

All that is required for this sentence to be true is that there is a world wi accessible from the 
actual world w@, where the speaker reads an Italian book, but note that the content of the 
words “Italian book” could be satisfied by different things from one circumstance of evalu-
ation to another. The fact that, in the context of utterance, “Italian book” is used to mean 
“book written in Italian in the normal way” seems irrelevant for the purposes of evaluating 
an utterance of (5). So, for instance, (5) would be true even if there were a circumstance w2 
where “Italian book” is used to mean “written in Italian with a Cyrillic alphabet”; or if there 
were a circumstance w3 where “Italian book” is used to mean “bought in Italy”.

In order to see this, we may imagine a scenario in which the relevant interpretation of “Ital-
ian book” in the context of utterance is “book written in Italian in the normal way”. Suppose 
Sally only reads the Cyrillic alphabet and, as a consequence, she cannot read Italian, because 
it is written in Latin alphabet. She utters: “I have never read an Italian book”. Here we may 
suppose that the relevant interpretation of “Italian book” is such that the expression indicates 
books written in Italian in the normal way – obviously, with Latin alphabet. Even though 
this is the salient interpretation, Sally could go on and utter: “Though I could read an Italian 
book, if the words in it were Italian, but they were written in Cyrillic alphabet”. As we can 
see, once the sentence “I read an Italian book” is embedded into a modal “could” (which I 
will consider as equivalent to operators like “It is possible that”, “Possibly”), the contextu-
ally salient interpretation of “Italian book” has no role in fixing the truth-conditions in the 
modal sentence, which is true as long as there is a possible world wi accessible from the 
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world of the utterance w@ where Sally reads a book which is Italian in some way. Indeed, 
the way in which the book is Italian in the possible world wi accessible from w@ could 
even be different from “being written in Italian”; it could be “bought in Italy”.  To see 
this, imagine that Sally opens a book written in Italian and utters “I cannot read this Italian 
book”. Here the salient interpretation is once again “written in Italian in the normal way”. 
This interpretation need not affect “Italian book” when embedded in a modal context, since 
Sally could go on and say: “But I could read an Italian book, were it a book in Cyrillic 
bought in Italy”. Here we see that the contextually salient interpretation of “Italian book” 
has definitely no bearing on the occurrence of the expression in the modal context, and on 
the truth-conditions of the sentence.

A contrast then emerges: on the one hand, when an indexical occurs in a modal embedding, 
once the content of that indexical is fixed in a context of utterance, it is fixed for all circum-
stances of evaluation. On the other hand, when an unspecific expression occurs in a modal 
embedding, even though the content of that semantically unspecific expression is fixed in 
the context of utterance, this content is not fixed for all circumstances of evaluation. To see 
this, it is enough to look at the truth-conditions of modal sentences that contain an occur-
rence of semantically unspecific expressions like “Italian book”. These sentences could 
be true even with respect to circumstances of evaluation where the words “Italian book” 
describe something which doesn’t satisfy the contextually salient interpretation.

A referee suggests that this contrast is ultimately due to the fact that indexicals are directly 
referential, while semantically unspecific expressions are not; this would imply that ref-
erence-fixing for a term like “I”, which—at least according to the standard Kaplanian ac-
count—is tantamount to providing the value for a contextual parameter in a non-mediated 
way,6 guarantees that the content that the indexical acquires in that context is the same for 
all circumstances of evaluation, while the way the content of an unspecific expression is 
fixed in context doesn’t seem to give rise to the same guarantee. I take this contrast to be 
helpful in achieving a neat distinction between indexicality and semantic unspecificity. 

A second example is worth analysing, which highlights further the contrast between in-
dexicality and unspecificity. Consider a sentence like “It’s raining” as opposed to “It’s 
raining here”. If one embeds the latter sentence within a modal operator like “possibly”, 
thus obtaining 

(7) Possibly, it’s raining here

it’s clear that the reference of “here” remains fixed at the location of utterance despite the 

6	 One could disagree with the idea that indexicals are directly referential: For example, one 
may maintain that the reference of “I” is fixed through a definite description (Frege 1918/56, Searle 
1983, Castañeda 1974, Loar 1976, Brinck 1997). This would of course drastically change the modal 
profile of sentences containing “I”. I won’t discuss descriptivism on the semantics of indexicals here 
and I will confine myself to assuming referentialism. Suffice it to say that I find it extremely difficult, 
at the level of linguistic intuition, to force a reading in which the reference of “I” is fixed by a definite 
description. In a sentence like the following, it's very hard to interpret the “I” as referring to Ralph: 
“Since we could be in a situation in which the person who is talking right now is Ralph, in that situ-
ation I could be talking right now”. 
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fact that the circumstance of evaluation is shifted by the operator. If one is in Paris and 
utters (7), clearly the utterance is true iff there is a world wi accessible from w@ where it’s 
raining in Paris. By contrast, if one embeds “It’s raining” in a modal context, thus obtain-
ing 

(8) Possibly, it’s raining

whether the location of utterance is Paris does not matter much. If Paris were salient in 
context, the uttered sentence could be interpreted as true if there were at least one world wi 
accessible from w@ where it rains in Paris. However, note that even if this were the salient 
interpretation, the utterance could still be true even in a world where it rains in London. 
This is testified by the following example. Suppose one utters “It’s not raining here” in 
Paris, where in fact it’s not raining; as a consequence of this, Paris is supposed to be par-
ticularly salient in the conversation. Still, it’s perfectly appropriate to utter:

(9) It’s not raining here [Paris]. But it could be raining, were we in London.

In the first sentence of (9), Paris is made highly salient by virtue of its being the location 
referred to by “here”. Yet it is perfectly possible to interpret the second sentence in (9) as 
if the salient location were London. The fact that Paris is the place of utterance and is as 
a result particularly salient doesn’t constrain the implicit reference to a location as being 
identical to the location of utterance. This phenomenon contrasts with how “here” would 
behave in a similar modal embedding. It would be infelicitous to say: “But it could be rain-
ing here, were we in London”. In this case, the reference of “here” has to be the place of 
utterance (Paris), and it’s very hard to extract a reading in which “here” refers to London. 
The fact that indexicals like “here” are directly referential fixes their reference in a much 
more “rigid” way than the way in which implicit reference to a place in an unspecific sen-
tence like “It’s raining” could be fixed. 

To sum up: drawing from the argument just developed, indexicals appear as expressions 
such that, in modal embeddings, whenever their content is fixed in a context of utterance, 
it is fixed for all circumstances of evaluation. By contrast, unspecific expressions in modal 
embeddings are such that, even if their unspecificity is dealt with in a context of utter-
ance, this contextual completion doesn’t determine a content which remains the same in 
all circumstances of evaluation, as one can see by looking at the truth-conditions of modal 
sentences like (5), (8) or (9).  

The role of modal embeddings is key in the argument, even though some might feel that 
the argument could be run without involving intensional contexts. It is only in such embed-
dings that we can fully appreciate the contrast between, for instance, the indexical “I” and 
the unspecific “Italian book”. In “It is possible that I don’t wear glasses”, if the referent of 
“I” in context is Carl, whatever world wi we consider, it will have to be Carl again. While 
in “It is possible that I read an Italian book”, even though by “Italian book” the speaker 
means a book written in Italian in the normal way, the modal sentence will be true even in a 
world wi where the speaker reads a book which is written in Italian but in a Cyrillic script, 
or in a world wj in which the speaker reads a book which has been bought in Italy. The fact 
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that “Italian book” means “book written in Italian in the normal way” in the context of ut-
terance doesn’t seem relevant for the truth-conditions of the modal sentence. Similarly, it is 
only in modal embeddings that we can appreciate the difference between “It’s raining” and 
“It’s raining here”; in “Possibly, it’s raining here”, if the reference of “here” in the actual 
world is Paris, it has to be Paris in any other world wi we would consider. In “Possibly, it’s 
raining”, even though the place of utterance is Paris and Paris is salient in conversation, the 
utterance could be true even in a world wi where it rains in London.

One could object that the same phenomenon that I have associated with unspecificity also 
affects indexicals. Let us focus on so-called “pure” or “automatic” indexicals (Kaplan 
1989, Barwise and Perry 1983, Perry 2001). One could object that expressions like “here”, 
“now”, “today”, “tomorrow” might be such that, even if their content has been fixed in 
context, this is not, strictly speaking, fixed for all circumstances of evaluation. Let’s sup-
pose that the referent of “here” in “It is possible that it rains here” is fixed in context c as 
being identical to Paris. This doesn’t prevent that an utterance of the modal sentence be true 
if there is a world wi where it’s not strictly speaking raining in Paris, but in the suburbs of 
Paris, or in a region that includes Paris but it’s larger than its municipality area. This may 
seem to challenge the idea that, once the content of an indexical is fixed in a context of ut-
terance, it is fixed for all circumstances of evaluation. 

I do not believe this objection poses a serious threat to the strategy I employ. As already 
suggested with respect to “I”, the mechanism of indexicality is designed in such a way that 
fixing the content for an indexical leaves no open question as to what its reference is across 
circumstances of evaluation. It is another matter whether, in some alternative situation, 
a certain counterfactual object or individual or space region would count as the same as 
the one actually referred to. This is a metaphysical problem. In the case just described of 
“here”, although Paris (and, say, only the Paris city area) has been assigned as the reference 
of “here” in the context of utterance, one could allow a certain amount of flexibility and 
admit that Paris’ suburbs, or a region larger than Paris’ municipal area could count as iden-
tical across possible worlds (for current purposes) to the area actually referred to by that 
occurrence of “here”. The same goes for other indexicals, like “now”, “today”, “tomorrow” 
and so on: the mechanism to which they respond is designed to fix their content across cir-
cumstances of evaluation; it is another matter whether we may be willing to count certain 
individuals, objects, space-regions or time-regions as the same as those actually referred to. 

To conclude, the contrast that emerges between indexical and unspecific expressions as 
observed in modal embeddings is the following: on the one hand, when the content of an 
indexical is fixed in a context, it is fixed for all counterfactual circumstances of evaluation; 
on the other hand, when the content of an unspecific expression is fixed in a context, the 
expression’s content is not fixed for all circumstances of evaluation. The argument just pre-
sented manages to draw attention on a clear difference between indexicality and unspeci-
ficity, a difference that can be brought to light once one looks at how these expressions be-
have in contexts such as modal embeddings, and could be traced to the fact that indexicals 
are directly referential, while unspecific expressions are not. In this respect, the argument I 
have presented does better than that proposed by Sainsbury, in that it contributes to a more 
accurate and sharp appreciation of the difference between unspecificity and indexicality. 
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ON THE RATIONAL IMPOTENCE OF URGES

Can a Humean subjectivist – someone who believes that all our practical reasons are ulti-
mately grounded in our desires – accommodate the intuition that certain of our basic (i.e., 
ultimate or non-instrumental) desires should have no weight at all in practical deliberation? 
Consider Harry Frankfurt’s example of a loving father who finds himself with a sudden, 
unmotivated “murderous impulse” against his beloved son (2006, 12). We are inclined to 
say, intuitively – and Frankfurt agrees – that such a desire would provide the father with 
no reason at all to murder his son: it is “rationally impotent”. The father would be making 
a serious mistake were he to treat the murderous impulse as having any normative weight 
whatsoever: it should be “extruded”, “disenfranchised” or “silenced” in practical reason-
ing.

In his article in this journal, Regan Lance Reitsma accepts such intuitions about the “ratio-
nal impotence” of some desires at face value, but doubts that Harry Frankfurt’s well-devel-
oped subjectivist view can properly account for them (2013). Frankfurt wants to maintain 
both, on the one hand, the subjectivist claim that all our practical reasons are explained by 
our basic desires and, on the other, the realist-sounding claim that some basic desires are 
rationally impotent (as in cases like an addict’s strong desire for heroin, or of the loving 
father who experiences an impulse to kill his son). Although these claims are not logically 
inconsistent, there is a certain tension between them, since their combination raises the 
question: Why do some desires ground practical reasons, while others do not?

Frankfurt is, of course, well-known for making distinctions between different kinds of 
desires. In particular he is known for having developed an account of freedom of the will in 
terms of higher-order desires (desires to desire), according to which I act freely when I act 
on a desire that I identify with (i.e., I have a higher-order desire that I act on the first-order 
desire, and I am satisfied with the higher-order desire, in the sense that I lack any inclina-
tion to change it). Frankfurt explains our caring and loving as essentially consisting in 
diachronic, reflective, higher-order desires of this kind, and identifies these as the sources 
of our weightiest practical reasons (1971; 2006). However, Reitsma thinks Frankfurt’s dis-
tinctions on their own cannot explain the fact that some of our basic desires are rationally 
impotent. As Reitsma puts it:

It wouldn’t really help to appeal to Frankfurt’s idea that some of the father’s 
desires are “cares” or “loves” ... If caring about is a complex motivational state, 
a set of desires, then what we have is a case of desires (ruling passions) in 
competition with other desires (impulses), which, it seems, is to be handled by 
a trumping model ... What is needed for the disenfranchisement, the “categori-

EuJAP | Vol. 10 | No. 1 | 2014
UDK 165.1/.2

SIMON RIPPON
Central European University



71

cal” rejection of a basic desire, it seems, is something with a different “shape” 
than another desire – something such as a norm or a rule or a set of criteria. 
(Reitsma 2013, 58)

Reitsma further characterises this objection to Frankfurt as a “new twist” on Watson’s 
(1975) objection to Frankfurt (2013, 58n21). Watson argues that Frankfurt’s view fails to 
explain why higher-order desires deserve special standing (specifically, he claims that there 
is no reason to think that higher-order desires should count as less “wanton” and more an 
agent’s “own” desires than first-order desires). According to Watson, the fundamental work 
in Frankfurt’s account is performed not, as Frankfurt suggests, by distinguishing between 
orders of motivation, but by positing (arguably by fiat) acts of “decisive commitment” or 
“identification with” a desire.

Reitsma’s response to the puzzle of explaining rationally impotent desires is to introduce 
a new kind of practical consideration within Frankfurt’s framework. We can describe Re-
itsma’s proposal in three basic steps: (i) some of the things agents care about are personal 
ideals, (ii) so-called “norms of rational impotence” are constitutive elements of some per-
sonal ideals, and (iii) these norms of rational impotence require the agent not to treat cer-
tain kinds of basic desires as having normative significance.

How is Reitsma’s solution supposed to improve on Frankfurt’s original account of distinc-
tions between higher-order ruling passions and first-order impulses? Can’t Frankfurt just 
stipulate that what I will call “urges” – first-order impulses that we don’t identify with 
in any way – have no normative weight? Reitsma’s thought seems to be that, because 
Frankfurt’s picture only contains competition between desires of different levels, a father’s 
violent urge should still “count against” the reason to favour his son’s welfare, even if it is 
trumped by the weightier consideration of the father’s love. Pointing out that a desire is just 
an urge is not enough, Reitsma seems to think, to justify giving it zero weight in practical 
deliberation. So Reitsma seeks to provide an explanation of how the father’s reason to act 
on this impulse is entirely extinguished by the father’s conflicting concerns. He explains 
this by appealing firstly to the fact that the agent cares about the personal ideal of being 
a loving father, and secondly to the claim that the personal ideal of being a loving father 
demands that impulses to harm one’s offspring are treated as utterly normatively insignifi-
cant.

Reitsma offers a sensitive account of the problem of rational impotence for subjectivists, 
and an intriguing proposed solution that is sympathetic to Frankfurt’s broader framework. 
But I will argue that Reitsma’s proposal holds an unstable position within Frankfurt’s 
framework. If Reitsma’s personal ideals can truly achieve the kind of categorical desire 
“extrusion” that Reitsma intends, then Frankfurt’s account must already contain sufficient 
resources to explain why urges are rationally impotent. This is because, as I will argue, 
Reitsma’s account rests on the presumption that cares necessarily outweigh urges because 
of their special place in a person’s motivational structure. But once it is accepted that a 
desire’s position within a person’s motivational structure can affect its normative weight, 
there is no reason to deny that there is a certain position within a person’s motivational 
structure – the position that urges occupy – that carries no normative weight whatsoever. 
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And this conclusion makes Reitsma’s appeal to personal ideals superfluous to explaining 
the rational impotence of urges.

To see the problem, let us begin by asking the following question: On Reitsma’s account, 
what determines whether one’s desire to follow a particular personal ideal, such as the ideal 
of being a loving father, should be followed? Consider, for example, Reitsma’s example 
of “a person without natural athleticism” who “takes on the daily routine of a striving and 
ambitious jock and suffers under the weight of his (predictable) failures” (2013, 62). Re-
itsma implicitly adverts to a prudential principle; something like the idea that one ought to 
order one’s pursuit of one’s ends so as to maximise the degree to which one achieves them 
overall. Reitsma does not state the exact form of the prudential principle he endorses. But 
as he explains his example, the would-be athlete has a strong practical reason to reject the 
personal ideal if it “places demands upon him that make it either impossible or exceedingly 
difficult for him to fulfil other ends that he cares about, or even cares about more,” whereas 
it would be rational to submit to the ideal if the agent cares about it and if “some of his rul-
ing passions favour it, none speak significantly against it” (2013, 62).

As Christine Korsgaard has pointed out, a prudential principle of the kind invoked here 
cannot be explained by the instrumental principle: the latter is completely silent about the 
ordering of one’s ends overall (1997). In a footnote, Reitsma says that on his own subjec-
tivist view, a principle of prudence only has rational validity for a person insofar as it can 
be derived from a person’s own basic desires, such as a concern for “her own (long-term) 
welfare” (2013, 51n9). It is unclear to me how such an account could explain the normative 
force of the prudential principle without already presupposing it, as it raises the question: 
what gives the relevant basic desire(s) (e.g. the desire to look after one’s own long-term 
welfare) primacy over all of one’s other desires (e.g. an addict’s desire for heroin, or the 
would-be athlete’s desire to become an athlete)?  But let us grant for the sake of argument 
that this question can be answered; and although it was not specified in the example, let 
us assume that Reitsma’s would-be athlete also possesses whatever basic desires are con-
sidered necessary for grounding the application of Reitsma’s preferred formulation of the 
prudential principle.

At this point the following difficulty arises: If Reitsma is right that the characterisation of 
ruling passions as higher-order desires provides no special resources for moving beyond 
a “trumping” model of competition between desires, then it is unclear how Reitsma’s in-
troduction of personal ideals can ever leave that model behind. This is because Reitsma 
accepts that any particular desire to follow a personal ideal (being a loving father, not being 
an addict) must be weighed against other desires in order to determine whether it ought to 
be followed. And although Reitsma, when he writes about the would-be athlete, only con-
siders weighing the desire to follow the personal ideal against other ruling passions, it is 
unclear why other basic desires should not also be considered. If one must weigh one’s de-
sire to be an athlete against, for example, one’s care that one is successful and respected in 
one’s chosen field, then mustn’t one also weigh it against one’s impulse to lounge around? 
And if one must weigh the desire to be an athlete against the impulse to lounge around, 
then mustn’t one similarly weigh the desire not to be an addict against the impulse to take 
heroin, and the desire to be a loving father against the impulse to murder one’s child? My 
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point is this: according to Reitsma’s account, a loving father might rationally “extrude” the 
impulse to murder the child on the grounds that he desires to live up to the personal ideal 
of being a loving father, and that the personal ideal demands extrusion of such impulses 
from practical deliberation. But like Reitsma’s would-be athlete, he might now ask himself 
the question: shall I be a loving father? And when that question is asked, there appear to be 
no rational grounds for setting aside the very desires that the personal ideal would require 
him to extrude, or at least no grounds other than the fact that one desire is a personal ideal 
and the other is a mere impulse. Why can’t it sometimes be prudent to give up a personal 
ideal in the light of a mere first-order desire that the personal ideal treats as a candidate for 
extrusion, rather than the other way around?

Reitsma faces a dilemma here. On the first horn, he might accept that giving up a personal 
ideal in the light of one or more first-order desires – even first-order desires that the person-
al ideal requires us to extrude – could sometimes be prudent. But if this is so, then the lov-
ing father’s “categorical” rejection of the murderous impulse was not nearly as categorical 
as Reitsma’s account first suggested, since the reason provided by his desire to kill might 
yet outweigh the reason provided by his desire to maintain his identity as a loving father. 
To find out whether it does, he needs to weigh one against the other. On the second horn, 
Reitsma could deny that rejecting a personal ideal in favour of satisfying a first-order desire 
is ever prudent. But since Reitsma accepts that rejecting a personal ideal in favour of other 
things you care about is sometimes prudent, this must be explained by some fundamental 
difference in significance between first-order and higher-order motivations; between im-
pulses with which we don’t identify and ruling passions with which we do. If Reitsma now 
accepts that there is some fundamental difference in significance between ruling passions 
and impulses, and that this is sufficient to explain why the reason provided by a ruling pas-
sion necessarily outweighs the reason provided by an impulse, then he must also accept 
the following claim: Something else is relevant to facts about what reasons one has beyond 
facts about what one’s basic desires are for, together with the instrumental principle. In 
particular, whether a basic desire is a ruling passion or an urge will be held to make a nor-
mative difference. This difference will presumably be related to the higher-order nature of 
ruling passions, or to the fact that we identify with them. Whatever its explanation, exactly, 
the following question arises: If it is a fact about the nature of ruling passions that they pro-
vide us with weighty normative reasons, then why can’t it be just as much a fact about im-
pulses which we do not, in any respect, identify with, that they have no normative weight 
at all?1 And if urges have no normative weight, then the machinery of personal ideals and 
norms of silencing is no longer needed to explain their rational impotence.

The view that urges have no normative weight will, of course, make different predictions 
than Reitsma’s own rational impotence thesis, since it does not require a norm relating to 
a personal ideal to extrude each particular impulse deemed rationally impotent. But the 
differing predictions of the view I suggest here are intuitively plausible. Take Cohon’s 
1	 I am not primarily interested in Frankfurt interpretation here, but there is strong evidence 
that this is actually Frankfurt’s view. For example, he writes: “the mere fact that a person has a desire 
does not give him a reason. What it gives him is a problem. He has the problem of whether to identify 
with the desire and thus validate it as eligible for satisfaction ... If he identifies with the desire, he 
acknowledges that satisfying it is to be assigned some position – however inferior – in the order of 
his preferences and priorities” (Frankfurt 2006, 11). 
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example, cited by Reitsma, of “the passing urge to stick my finger into a gooey substance” 
(2000, 63), where this act which has no objective value; or Quinn’s example of a man who 
feels an urge to turn on radios for no reason whatsoever (Quinn 1994). It is intuitively plau-
sible that these urges do not provide normative reasons for action, and this intuition seems 
not to depend on the existence of any personal ideal that specifically excludes such desires 
from providing reasons. It is perhaps telling that when Reitsma writes “Personally, I’m not 
convinced everyone would find a desire to stick a finger in goo rationally impotent”, he 
then gives a further ground for performing the act one has a mere urge to perform, “there is, 
about it, something wonderfully antagonistic to bourgeois standards of cleanliness” (2013, 
57). If mere urges were not intuitively rationally impotent in the first place, there should 
have been no need to advert to any other justification for sticking a finger in the goo. Re-
itsma mentions the example of “an afternoon’s urge to eat an ice cream cone” as capable 
of generating, on Frankfurt’s account, the “final ‘ought’ of practical reason.” (2013, 53) 
Read in one way, it is plausible that it might. But it is difficult to see such a desire as a true 
“urge” in my sense; that is, as an impulse that we do not identify with in any way. After all, 
there are many good reasons to endorse acting on a desire to eat ice cream of an afternoon; 
in particular, ice cream will taste nice and bring us pleasure. If we take more care with our 
examples, it becomes clearer that mere urges do not give us reasons. An afternoon’s urge 
to swallow a (harmless) stone does not seem, intuitively, to make it the case that one ought 
to do it.

Reitsma’s concept of a personal ideal seems to offer a promising subjectivist explanation 
for why some basic desires are to be treated as rationally impotent. But a difficulty arises 
when we consider the question of which personal ideals one ought to follow, and why. 
Either those desires which occupy one place in a person’s motivational structure, the rul-
ing passions, are granted a special normative authority over other desires which occupy 
a different place, urges, in which case it is unclear why urges should not be said to lack 
normative authority altogether. This makes the concept of a personal ideal otiose to ex-
plaining the rational impotence of urges. Or all desires are on an equal footing, in which 
case reasons generated by our ruling passions to follow personal ideals need to be weighed 
against reasons generated by the very impulses that they were supposed to extrude from 
practical reasoning.
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THE PREOCCUPATION AND CRISIS OF ANALYTIC PHILOSOPHY

PREOKUPACIJA I KRIZA ANALITIČKE FILOZOFIJE

MICHAEL LOSONSKY
Colorado State University
ABSTRACT

I propose to reconsider Gilbert Ryle’s thesis in 1956 in his introduction to The Revolution 
of Philosophy that “the story of twentieth-century philosophy is very largely the story of 
this notion of sense or meaning” and, as he writes elsewhere, the “preoccupation with 
the theory of meaning is the occupational disease of twentieth-century Anglo-Saxon and 
Austrian philosophy.”  Ryle maintains that this preoccupation demarcates analytic philoso-
phy from its predecessors and that it gave philosophy a set of academic credentials as a 
rigorous discipline with its own domain and method.  I will maintain that Ryle, with some 
minor qualifications, was correct in his assessment of the nature of analytic philosophy at 
that time, and I will argue that the next 50 years continued to be, very largely, the story of 
meaning, exemplified by the groundbreaking work of Rawls and Kripke. However, I argue 
that this work also contains the seeds that contributed to the emergence of philosophies that 
represent a significant departure from analytic philosophy.

Keywords: analytic philosophy, logic, meaning, naturalism, Ryle, Rawls, Kripke, 20th-
century philosophy

SAŽETAK

Predlažem reviziju teze Gilberta Rylea iz 1956. iz njegovog uvoda u The Revolution of 
Philosophy prema kojoj “priča o filozofiji dvadesetog stoljeća jest naširoko priča o toj ideji 
o smislu ili značenju” te, kao što piše drugdje, da “preokupacija teorijom o značenju jest 
profesionalna bolest anglosaksonske i austrijske filozofije dvadesetog stoljeća.” Ryle pri-
hvaća da ta preokupacija razgraničava analitičku filozofiju od njezinih prethodnika te da joj 
je dala skup akademskih zasluga kao rigorozne discipline sa svojom vlastitom domenom i 
metodom. Prihvaćam da Ryle, s omanjim kvalifikacijama, jest bio u pravu u svojoj ocjeni 
naravi analitičke filozofije toga vremena, te ću argumentirati da je sljedećih 50 godina na-
stavilo biti, uvelike,  pričao značenju, oprimjerena inovativnim radom Rawlsa i Kripkea. 
Ipak, argumentiram da taj rad također sadrži sjeme koje je doprinijelo nastajanju filozofija 
koje predstavljaju značajni otklon od analitičke filozofije.

Ključne riječi: analitička filozofija, logika, značenje, naturalizam, Ryle, Rawls, Kripke, 
filozofija dvadesetog stoljeća



77

________________________________________________________________________

THE PROBABILITY OF THE POSSIBLE  

VJEROJATNOST MOGUĆEG

RON WILBURN
University of Nevada
ABSTRACT

In “Why is There Anything at All?” Peter van Inwagen argues that even though it was 
never necessary that concrete beings existed, it was always maximally probable – just short 
of necessity – that they did (van Inwagen 1996). I argue that van Inwagen’s argument fails, 
albeit for an interesting reason which has remained so far unnoticed in the literature: there 
is a critical tension between two of its premises, both essential to its soundness, concerning 
the nature of comprehensively specified possible worlds. I will summarize van Inwagen’s 
argument, develop this objection, and then describe more problems which invariably ac-
crue when we try to ascribe probability values to possible worlds.

Keywords: existence, possible worlds, probability, van Inwagen, Hawking

SAŽETAK

U “Zašto išta uopće postoji?” Peter van Inwagen argumentira da iako nikada nije bilo 
nužno da materijalna bića postoje, uvijek je bilo maksimalno vjerojatno — samo zaki-
nuto za nužnost — da ona postoje (van Inwagen 1996). Također, argumentiram da je van 
Inwagenov argument neuspješan, iako je tome tako zbog zanimljivog razloga koji je dosad 
ostao nezapažen u literaturi: postoji kritična napetost između njegovih dviju premisa, obiju 
esencijalnih za njegovu valjanost, koje se tiču naravi sveobuhvatno specificiranih mogućih 
svjetova. Sažet ću van Inwagenov argument, razviti taj prigovor, te ću nakon toga opisati 
još neke probleme koji se počnu nagomilavati kada mogućim svjetovima pripisujemo vri-
jednosti vjerojatnosti.

Ključne riječi: postojanje, mogući svjetovi, vjerojatnost, van Inwagen, Hawking
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WHAT IS PROBABILITY AND WHY DOES IT MATTER

ŠTO JE VJEROJATNOST I ZAŠTO JE BITNA

ZVONIMIR ŠIKIĆ
University of Zagreb

ABSTRACT

The idea that probability is a degree of rational belief seemed too vague for a foundation 
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of a mathematical theory. It was certainly not obvious that degrees of rational belief had to 
be governed by the probability axioms as used by Laplace and other prestatistical proba-
bilityst. The axioms seemed arbitrary in their interpretation. To eliminate the arbitrariness, 
the statisticians of the early 20th century drastically restricted the possible applications 
of the probability theory, by insisting that probabilities had to be interpreted as relative 
frequencies, which obviously satisfied the probability axioms, and so the arbitrariness was 
removed. But the frequentist approach turned more subjective than the prestatistical ap-
proach, because the identifications of outcome spaces, the choices of test statistics, the 
declarations of what rejection regions are, the choices of null-hypothesis among alterna-
tives, the contradictory choices between sizes and powers etc., depend on thoughts or even 
whims of the experimenter. Frequentists thus failed to solve the problems that motivated 
their approach, they even exacerbated them. The subjective Bayesianism of Ramsey and 
de Finetti did not solve the problems either. Finally Cox provided the missing founda-
tion for probability as a degree of rational belief, which makes the Bayesian probability 
theory (which is based on this foundation) the best theory of probable inference we have. 
Hence, it is quite unbelievable that it is not even mentioned in recent philosophy textbooks 
devoted to the probable inference. The reason could be that it requires fairly sophisticated 
mathematics. But not even to mention it? We explain the history and prove Cox theorem 
in a novel way.

Keywords: probability, subjective Bayesianism, logical Bayesianism, Cox theorem

SAŽETAK

Ideja da je vjerojatnost stupanj racionalnoga vjerovanja činila se prenejasnom za temelje 
matematičke teorije. Zasigurno nije očito da su stupnjevi racionalnoga vjerovanja mora-
li biti upravljani aksiomima vjerojatnosti koje su koristili Laplace i ostali predstatistički 
probabilisti. Aksiomi su se činili proizvoljnima u svojoj interpretaciji. Kako bi eliminirali 
proizvoljnosti, statističari ranoga dvadesetog stoljeća drastično su ograničili mogućnosti 
aplikacije probabilističke teorije, inzistirajući da su vjerojatnosti morale bitiinterpretirane 
kao relativne frekvencije, koje su očito zadovoljavale aksiome vjerojatnosti, te je tako ar-
bitrarnost bila otklonjena. No pristup frekventista ispao je subjektivniji nego predstatistički 
pristup jer identifikacije izlaznih mjesta, odluke o testnim statistikama, deklaracije o tome 
što su regije za odbacivanje, odluke o nultoj hipotezi među alternativama, kontradiktorne 
odluke među veličinama i snagama itd., ovise o mislima ili čak o hirovima eksperimentato-
ra. Frekventisti tako ne uspijevaju riješiti probleme koji su motivirali njihov pristup, već su 
ih pogoršali. Subjektivnibayesijanizam Ramseyjeva i de Finettijeva tipa nije također riješio 
probleme. Konačno, Cox je pružio temelj za vjerojatnost kao stupanj racionalnog vjerova-
nja koji je nedostajao, i koji je učinio bayesijansku teoriju vjerojatnosti (baziranu na tim 
temeljima) najboljom teorijom vjerojatne inferencije koju imamo. Stoga je vrlo nevjero-
jatno da to nije spomenuto u recentnim filozofskim udžbenicima posvećenima vjerojatnoj 
inferenciji. Razlog tome bi mogao biti to što zahtijeva značajno sofisticiranu matematiku. 
No da čak nije bilo ni spomenuto? Objasnit ćemo povijest i dokaz Coxova teorema na nov 
način. 

Ključne riječi: vjerojatnost, subjektivni bayesijanizam, logički bayesijanizam, Coxov teorem
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WHY SEMANTIC UNSPECIFICITY IS NOT INDEXICALITY

ZAŠTO SEMANTIČKA NEODREĐENOST NIJE INDEKSIKALNOST 

DELIA BELLERI
Instituto de Investigaciones Filosóficas
Universidad Nacional Autónoma de México

ABSTRACT

In this paper, I address the idea that certain sentences (“It’s raining”, “The leaves are 
green”, “Sally reads an Italian book”) suffer from what is generally called semantic un-
specificity: their meaning is determinate, but their truth conditions are not. While there 
tends to be agreement on the idea that semantic unspecificity differs from phenomena such 
as ambiguity and vagueness, some theorists have defended an account which traces it to 
indexicality, broadly construed. Some authors have tried to vindicate the distinction be-
tween unspecificity and indexicality and, in this paper, I pursue the same cause, but with 
a critical stance towards previously employed strategies. I urge that the central argument 
employed by Sainsbury to trace this difference fails suitably to set unspecificity apart from 
indexicality and I propose a new argument, which helps to trace this distinction more per-
spicuously. The argument is based on embeddings of indexical and unspecific expressions 
within modal operators and on the ways in which the truth conditions of utterances of the 
resulting, complex expressions are thereby affected. 

Keywords: Semantic unspecificity, semantic under-determinacy, indexicality, rigidity, in-
tensional contexts

SAŽETAK

U ovome članku propitkujem ideju da određene rečenice (“Kiši”, “Lišće je zeleno”, “Sally 
čita talijansku knjigu”) pate od nečeg što se općenito zove semantička neodređenost: njiho-
vo značenje je određeno, no njihovi uvjeti istinitosti nisu. Dok postoji tendencija slaganja 
oko ideje da se semantička neodređenost razlikuje od pojava poput dvoznačnosti ili neja-
snoće, neki teoretičari brane pristup koji se poziva na indeksikalnost, u širokom smislu. 
Neki autori su pokušali opravdati razliku između neodređenosti i indeksikalnosti i, u ovo-
me članku, bavitću se istim razlogom, no s kritičkim osvrtom na prethodnoupotrebljavane 
strategije. Zauzimam se da središnji argument koji Sainsbury upotrebljava da bi pratio tu 
razliku ne uspijeva prikladno rastaviti nespecifičnosti od indeksikalnosti te predlažem novi 
argument, koji pomaže pratiti to razliku jasnije. Argument se bazira na ugradnji indeksi-
kalnosti i nespescifičnosti izražene unutar modalnih operatora te na načinima na koji uvjeti 
istinitosti iskaza nastalih, složenih izraza jesu time zahvaćeni.  

Ključne riječi: semantička neodređenost, semantička podređenost, indeksikalnost, rigid-
nost, intenzionalni konteksti
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